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GENERAL INTRODUCTION

A thorough understanding of the underlying physiological processes that determine a 
drug’s exposure and effect is required to address the challenges encountered during the 
development or optimisation of new and existing drug therapies. A ubiquitous feature of 
many physiological processes is their systematic variation over the course of the 24-hour 
day. As a result of the rhythmic nature of physiology, the exposure and effect of drugs could 
be influenced by the time of day that they are administered. In this chapter, the origin of 
these 24-hour rhythms will be discussed first. Next, an overview is given of the 24-hour 
variation in physiological processes and how these impact the exposure and effect of drugs. 
The current approaches of chronopharmacology, the branch of chronobiology that studies 
the effect of dosing time on drug treatments, will be summarized and some of the challenges 
will be identified. Finally, it will be discussed how the tools that have been developed within 
the field of pharmacometrics can be applied to benefit chronopharmacological research. 
This chapter lays the foundation for the research presented in this thesis. 

THE ORGANISATION OF THE BIOLOGICAL CLOCK 
Organisms across all kingdoms of life, from bacteria to mammals, possess an endogenous 
timing system that generates daily variations in biological processes. This timing system, 
termed the circadian clock, is thought to have emerged early in evolutionary history as an 
adaptation to the cyclic changes in light, temperature and food availability present on Earth 
(Schibler and Sassone-Corsi, 2002). The current understanding of the complex organisation 
of the circadian clock will be briefly summarised here.

As shown in Figure 1A, the circadian timing system consists of an input pathway that 
detects cyclic changes in the environment, a central clock where this input is integrated and 
an output pathway that conveys this information from the central clock to the periphery. A 
major input signal of the circadian timing system in mammals is light, which is transmitted 
from the retina to the central clock located in the suprachiasmatic nuclei (SCN) of the 
hypothalamus (Dibner et al., 2010). 

Cells in the SCN show a self-sustained circadian rhythm. These rhythms are generated 
by a molecular transcriptional/translational feedback loop that consists of positive and 
negative limbs (Mohawk et al., 2012). In short, a heterodimer consisting of CLOCK and BMAL1 
proteins binds to E-box domains of per and cry genes (among others), thereby activating the 
transcription of these genes. After translation, PER and CRY proteins dimerize, translocate to 
the nucleus and suppress the activity of CLOCK and BMAL1, thereby effectively inhibiting 
their own transcription. PER and CRY are degraded and, as a results of their declining 
levels, the CLOCK:BMAL1 dimer can resume its transcriptional activity. A variety of auxiliary 
core clock components and post-translational modifications add to the robustness of this 
mechanism, creating a molecular feedback loop in each SCN neuron that autonomously 
sustains a rhythm with a period of approximately 24 hours (Figure 1B).

The translational/transcriptional feedback loop is not unique to the cells of the SCN. 
In fact, most cell types in the body express a similar set of clock genes (Balsalobre et al., 
1998; Zylka et al., 1998) that can oscillate autonomously (Welsh et al., 2004). However, 



-12-

CHAPTER 1

three properties unique to SCN cells have led to the distinction of the central clock in the 
SCN and peripheral clocks in other brain regions and organs (Welsh et al., 2010). Firstly, 
the phase of SCN neurons is directly modulated by photic input; that is, these cells can 
be entrained by environmental light information that is conveyed from the retina via the 
retinohypothalamic tract to the SCN. Secondly, SCN neurons are tightly coupled, so their 
rhythm remains synchronized even in the absence of any oscillating input. Thirdly, their 
firing rate shows pronounced circadian variation, by which they directly and indirectly 
synchronize other cells in the body (Welsh et al., 2010). Other cell types in the body do not 
share these properties. Instead, synchronisation among cells within a tissue, and of a tissue 
with the external light/dark cycle, relies on the rhythmic output generated by the SCN, 
which is transmitted via various mechanisms, including neuronal connections, endocrine 
signalling and indirect cues conveyed by oscillations in body temperature or behaviour 
(Dibner et al., 2010). In the absence of synchronizing signals, tissues as a whole rapidly lose 
their rhythmicity due to subtle differences in the period length between the individual cells 
(Nagoshi et al., 2004; Welsh et al., 2004). 

The core clock genes do not only regulate their own expression, but also that of clock 
controlled genes. Early microarray studies revealed that up to 10% of genes in the SCN and 
the liver show circadian expression patterns (Panda et al., 2002). More recently, it was shown 
that 43% of all genes in mice are rhythmically transcribed in at least one organ (Zhang et al., 
2014). Through these fluctuations in gene expression, the circadian timing system controls 
a wide range of physiological processes, such as metabolism, heart rate, renal function and 
hormone levels (Duguay and Cermakian, 2009).

Figure 1 Organisation of the circadian timing system at (A) the level of the organism and (B) of the cell. (A) 
The biological clock is located in the suprachiasmatic nuclei (SCN). Light information from the environment 
is transmitted from the retina to the SCN in the hypothalamus. Neuronal and humoral signals from the 
SCN synchronize the circadian oscillators in peripheral organs. (B) At the cellular level, a 24-hour rhythm 
is generated by a translational/transcriptional feedback loop. The transcription factors CLOCK and BMAL1 
bind to E-box elements in the promotor of other clock genes (period1,2 and cryptochrome1,2) and of clock-
controlled genes (CCGs), thereby activating their transcription. After translation in the cytoplasm, PER and 
CRY dimerize and translocate to the nucleus, where they inhibit the transcriptional activity of CLOCK and 
BMAL1. Hereby, they downregulate their own transcription. This (simplified) process creates oscillations in 
gene expression with a period of approximately 24 hours. 
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In the context of this thesis, it is important to emphasize the correct use of the word 
“circadian”. Although frequently used more loosely outside the field of chronobiology, a 
circadian rhythm refers, by definition, to a rhythm with a period of approximately 24 hours 
that is autonomous and therefore persists under constant conditions. The terms “diurnal”, 
“daily” or “24-hour” can be used to describe any rhythm with a period of 24 hours, regardless 
of whether it is endogenously generated or caused by rhythms in light exposure, social 
cues, or activity (Klerman, 2005). Therefore, research on the effect of time of day in any 
biological process that is conducted in the presence of environmental cues that exhibit a 
24-hour variation, like most clinical trials, do not study circadian rhythmicity, but rather 24-
hour, diurnal or daily rhythmicity. This distinction is important for the correct understanding 
and interpretation of chronobiological research (Klerman, 2005). 

THE EFFECT OF PHYSIOLOGICAL RHYTHMS ON DRUG 
TREATMENTS
Twenty-four hour rhythms in physiological processes are known to influence the exposure 
and effect of numerous drugs (Dallmann et al., 2014). The existence of these rhythms 
implies that the effectiveness of a drug may depend on dosing time and that there may be 
an optimal time of administration for any given drug. Therefore, although often overlooked, 
the rhythmic nature of mammalian physiology is a source of variation that could have 

Figure 2 Overview of the processes that determine the exposure (pharmacokinetics) and effect 
(pharmacodynamics) of a drug. The exposure to a drug in the body is determined by the rate and extent of 
absorption, distribution, metabolism and elimination. The effect is determined by the interaction between 
the drug and its receptor at the target site.
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important implications for the design of new and existing drug therapies. This section will 
give an overview of the rhythms in physiological processes and provide some examples of 
how the exposure (pharmacokinetics) and effect (pharmacodynamics) of a drug (Figure 2) 
are influenced by the time of day.

Pharmacokinetics

Pharmacokinetics refers to the fate of a drug in the body from the moment it is administered 
until it is eliminated. The pharmacokinetics of a drug is defined by its absorption, distribution, 
metabolism and elimination. Collectively known as ADME, these properties determine 
the exposure and the shape of the concentration-time profile of a drug in the body. The 
four ADME properties and the extent to which they show 24-hour variation will be briefly 
discussed here. 

Absorption
Depending on the route of administration, a drug needs to be absorbed before it reaches 
the systemic circulation. Following oral administration, a compound passes through the 
gastrointestinal tract, crosses the intestinal wall and reaches the liver via the portal vein, 
after which it enters the bloodstream. Absorption is affected by system- and drug-specific 
factors, such as gastric emptying time, the pH of the gastrointestinal tract, gastrointestinal 
blood flow, intestinal motility, function of transporter enzymes, first-pass effects, as well as 
the solubility and permeability of the compound (Martinez and Amidon, 2002). 

Many processes involved in drug absorption show 24-hour or circadian variation 
(Baraldo, 2008). For example, in humans, intestinal motility (Keller et al., 2001; Kumar et 
al., 1986; Rao et al., 2001), gastric emptying rate (Goo et al., 1987) and hepatic blood flow 
(Lemmer and Nold, 1991) are higher in the morning than in the evening or night. In line with 
these findings, many drugs, including roflumilast, nifedipine, cilostazol, and paracetamol, 
are absorbed most rapidly in the morning (Bethke et al., 2010; Kamali et al., 1987; Lee et al., 
2014; Lemmer et al., 1991). Daily variation in the rate of drug absorption influences the peak 
concentration (Cmax) and the time to the peak concentration (Tmax) (Baraldo, 2008). This could 
be relevant for drugs with a narrow therapeutic window, or for drugs whose effect depends 
on the Cmax or the period of time that the concentration is above a critical concentration, as 
is the case for many antibiotics (Drusano, 2004). Additionally, there is some evidence that 
dosing time affects the bioavailability of a drug after oral administration. The bioavailability 
of an immediate-release formulation of nifedipine, a calcium channel blocker used for the 
treatment of hypertension, was 40% lower after administration in the evening compared to 
the morning (Lemmer et al., 1991). This reduction was attributed to diurnal variation in the 
absorption of the drug, because neither a sustained-release formulation nor an intravenous 
solution of nifedipine showed dosing time dependent variations in exposure, excluding the 
effect of rhythmic metabolism (Lemmer et al., 1991). In theory, daily variations in the extent 
or rate of absorption may provide a rationale to adapt the dose depending on the time of 
day, but this has not been applied clinically. 
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Distribution
After reaching the circulation, a drug travels through the bloodstream and moves into and 
out of the various sites of the body, a process known as distribution. The distribution of a 
drug is a critical determinant of its concentration at the target site and thereby, ultimately, 
of its effectiveness. Whether a drug is primarily retained in the blood or whether it mainly 
concentrates in organs or tissues depends partly on its physicochemical properties, like 
lipophilicity and molecular size. However, physiological processes such as organ blood flow, 
active transport and plasma protein binding, also play an important role in the rate and 
extent of distribution (Danhof et al., 2007). Given the focus of this thesis, the importance of 
24-hour variation in drug distribution will be discussed here in the context of drugs targeted 
at the central nervous system (CNS).

A better understanding of the underlying mechanisms that regulate the transport of 
drugs between the blood to the brain is required to increase the success rate of treatments 
targeted at CNS disorders (de Lange and Hammarlund-Udenaes, 2015). More specifically, 
knowledge on 24-hour variation in the processes that regulate drug distribution in the CNS 
may lead to better informed dosing decisions by providing insight into the effect of dosing 
time on the concentration at the target site. 

Unlike most peripheral tissues, the distribution of drugs and other potentially toxic 
compounds to and within the brain is limited because of the existence of a specialized barrier 
called the blood-brain barrier (BBB). The BBB is made up of a layer of endothelial cells that 
line the wall of the brain capillaries and that are connected by tight junctions. Tight junctions 
are multiprotein complexes that effectively restrict the paracellular diffusion of drugs and 
other molecules (Keaney and Campbell, 2015). Therefore, the transport of molecules to and 
from the brain takes place primarily via transcellular pathways (Figure 3). These pathways 
include passive or facilitated diffusion, active influx and efflux by membrane transporters 

Figure 3 Routes of transport across the blood-brain barrier. Molecules, including therapeutic drugs, 
may enter the brain via passive transcellular or paracellular diffusion. Efflux transporters actively pump their 
substrates out of the brain through an energy-dependent process. Molecules, including hormones and 
albumin, also enter via receptor-mediated or absorptive transcytosis. Specialized influx transporters facilitate 
the entry of their substrates to the brain.  
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and receptor- or adsorptive-mediated transcytosis (Abbott, 2013). Active efflux transport 
involves the movement of molecules from the CNS back into the circulation by specialized 
transporter proteins. One of the best-studied efflux transporters is P-glycoprotein (P-gp), 
which is expressed in the BBB as well as in the blood-cerebral spinal fluid (BCSFB) and in 
various parenchymal cell types such as neurons and glial cells (de Lange, 2013; Stieger 
and Gao, 2015). P-gp has broad substrate specificity and restricts the distribution of a wide 
variety of drugs to the brain, forming a major challenge for the development of effective 
therapies for neurological disorders (Miller, 2010).

It is becoming increasingly clear that the transport across the BBB is highly dynamic and 
is influenced by both physiological processes such as the sleep-wake cycle and aging as 
well as pathophysiological conditions such as ischaemic stroke and infection (Keaney and 
Campbell, 2015). However, it is unknown if, and to what extent, the transport of drugs and 
endogenous compounds to and within the CNS is influenced by 24-hour variation in the 
mechanisms that regulate transport across this barrier. 

The possibility that the transport of molecules, including therapeutic drugs, across of 
the BBB is influenced by the time of day is largely unexplored, but is not fully unsupported. 
For example, it has been shown that the effect of mannitol-induced osmotic opening of 
the BBB on the exposure to intravenously administered atenolol in brain extracellular fluid 
is 10x higher in the afternoon compared to the morning (de Lange et al., 1995). Other 
processes showing 24-hour variation that could conceivably influence drug distribution to 
the CNS depending on the time of day include cerebral blood flow (Conroy et al., 2005; 
Endo et al., 1990) and the production of cerebral spinal fluid (CSF) (Nilsson et al., 1992, 
1994). Additionally, it has been shown in several in vitro and in vivo studies that that the 
expression and activity of P-gp in the liver and intestine exhibits 24-hour variation (Ando et 
al., 2005; Ballesta et al., 2011; Hayashi et al., 2010; Murakami et al., 2008; Okyar et al., 2012). 
However, it is unknown whether this applies to P-gp expression and activity in the CNS as 
well. Considering the large number of drugs that are a substrate for this and other efflux 
transporters, this question warrants further investigation. 

Metabolism
Xenobiotic metabolism is mediated by two groups of enzymes that have distinct functional 
roles (Xu et al., 2005). The first group of enzymes activate or inactivate drugs through 
oxidation, reduction or hydroxylation. The cytochrome P450 (CYP) microsomal enzymes, 
which are mainly found in the liver, gastrointestinal tract, lung and kidney, are an important 
family of this group. The second group of enzymes catalyses conjugation reactions. This 
makes lipophilic compounds more hydrophilic, thereby facilitating their excretion into 
urine, faeces or bile. The expression of many of these metabolizing enzymes in the liver 
shows profound 24-hour variation, which is regulated by clock-controlled transcription 
factors (Gachon et al., 2006; Takiguchi et al., 2007). As a result, the metabolism of many 
drugs is influenced by the time of day (Dallmann et al., 2014). For example, acetaminophen 
(paracetamol) bioactivation and toxicity in mice, which is controlled by CYP enzymes, 
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shows 24-hour variation that appears to be at least partly regulated by the autonomous 
hepatocyte circadian clock (DeBruyne et al., 2014; Johnson et al., 2014). Also in humans, 
CYP3A activity, as measured by 6β-hydroxycortisol to cortisol ratio in urine, shows 24-hour 
variation with 2.8 fold higher activity between 17:00 and 21:00 than between 9:00 and 13:00 
(Ohno et al., 2000). 

Elimination
Drugs, and their metabolites, are excreted from the body through renal, biliary, pulmonary 
or faecal elimination. Diurnal rhythms have been found in many physiological processes that 
underlie renal elimination, the predominant route of drug excretion, including glomerular 
filtration rate, renal plasma flow, urine volume and the excretion of electrolytes in urine 
(Stow and Gumz, 2011). Of note, the variation in glomerular filtration rate and renal plasma 
flow persist when food and fluid intake as well as posture kept constant for the entire study 
duration, indicating the endogenous nature of these rhythms (Buijsen et al., 1994; Koopman 
et al., 1989; Voogel et al., 2001). In line with these findings, the renal clearance of various 
antibiotics, including amikacin and gentamicin, has been reported to depend on the time 
of day, with generally higher clearance during the day and lower clearance during the night 
in human subjects (Beauchamp and Labrecque, 2007). However, mechanistic links between 
the 24-hour variation in renal physiology and drug clearance at different times of the day 
have not been reported (Paschos et al., 2010).

Pharmacodynamics 

Pharmacodynamics is the result of the interaction of a drug with its target. Recently, it was 
reported that the majority of best-selling drugs directly target the product of a gene that is 
rhythmically transcribed, suggesting that the effect of these drugs could depend on the time 
of day (Zhang et al., 2014). Indeed, the most successful examples of chronopharmacological 
interventions involve rhythmic targets and/or symptoms (Dallmann et al., 2014). For 
example, blood pressure shows clear 24-hour variation with a marked decrease during the 
night. In patients with hypertension, the absence of this night-time dip is associated with 
an increased risk of cardiac events (Ohkubo et al., 2002; Staessen, 1999; Verdecchia et al., 
1994). It has been shown that patients that take at least one antihypertensive medication at 
bedtime, instead of upon awakening, have better blood pressure control and lower risk of 
developing cardiovascular events (Hermida et al., 2008, 2010). 

The chronopharmacology of pain management has also received considerable attention 
due to the rhythmic nature of pain intensity (Junker and Wirz, 2010). Indeed, numerous 
studies have reported an effect of time-of-day on the action of analgesic drugs in humans, 
although the results with regards to the timing of these effects has been conflicting (Potts 
et al., 2011). Furthermore, the translation of these findings to clinical practice is difficult due 
to the heterogeneity in the nature and causes of pain, the large variation in pain among 
individuals as well as the difficulty to obtain an objective measure. 
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Toxicity

The toxicity of many types of drugs, such as aminoglycosides, anti-cancer drugs and 
acetaminophen (paracetamol), also varies over the 24-hour period, which should be 
considered when determining the most optimal time of drug administration (Paschos et al., 
2010). Time-of-day dependent toxicity may arise from variation in the exposure to a drug 
or its toxic metabolites or from variation in the sensitivity of target cells. To discriminate 
between these two possibilities with regard to the anticancer drug cyclophosphamide, 
Gorbacheva et al (2005) combined pharmacokinetic analysis of this drug and its metabolites 
with measurements of the sensitivity of the hematopoietic system, the main target of 
cyclophosphamide toxicity, at different dosing times (Gorbacheva et al., 2005). Through an 
elegant series of experiments, the authors found that the 24-hour rhythm in the toxicity of 
cyclophosphamide is not related to variation in the exposure to this drug, but rather to the 
24-hour rhythms in the sensitivity of B cells to cyclophosphamide, which is influenced by 
the activity of the clock genes CLOCK and BMAL1.

CHRONOPHARMACOLOGY: APPROACHES & CHALLENGES
The previous section highlighted the ubiquitous nature of 24-hour rhythms in physiology 
and provided examples of its effect on the pharmacokinetics, pharmacodynamics and 
toxicity of drugs. Although the relevance of these rhythms to the optimisation of drug 
treatments has been recognized within the field of chronobiology, this body of knowledge 
has yet to reach clinical practice (Paschos et al., 2010). In this section, the current approaches 
that are used in chronopharmacology and the challenges pertaining to the translation of 
the findings to the clinic are discussed. 

To study the effect of time of day on the pharmacokinetics, pharmacodynamics or 
toxicity of a drug, the most obvious approach is to administer the drug of interest at various 
times of the day and subsequently measure the exposure or effect of the drug at those time 
points. Although continuous infusions of more than 24 hours are occasionally used instead 
(Bienert et al., 2013; Elting et al., 1990; Fleming et al., 2015), most chronopharmacological 
research described in the previous section took this former approach. With such a study 
design, the ability to detect a significant time-of-day effect greatly depends on the choice 
and number of dosing times. As many studies only use two dosing times in the morning 
and the afternoon or evening (for instance: (Bethke et al., 2010; Bleyzac et al., 2000; Cao et 
al., 2010; Lee et al., 2014; Martin et al., 2002)), it is possible that the peak and trough of the 
variable of interest are outside the studied intervals. Hence, if no effect of dosing time is 
detected, this may either be due to absence of 24-hour variation on the pharmacokinetic or 
pharmacodynamic parameter(s) of interest, or due to an unfortunate choice of time-points, 
rendering the study inconclusive. This should be considered in the design of prospective 
chronopharmacological studies. 

Another factor to take into consideration in chronopharmacological research in humans 
is the large degree of heterogeneity among the population. Individuals differ in their 
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amplitude and phase, introducing a source of variability to any chronopharmacological 
study. This interindividual variability is associated with chronotype (morningness/
eveningness), demographic variables, or circadian rhythm disturbance due to shift work 
or transmeridian travel (Kerkhof, 1985). Although these factors can be – at least partly – 
controlled for in order to minimize the degree of unexplained interindividual variability, this 
is usually not reported and/or included in chronopharmacological studies. 

Another limitation of many chronopharmacological studies is that typically one drug 
is investigated without paying attention to the implications of the findings to other drugs. 
However, given the large number of drugs used in clinical practice, it is virtually impossible 
to investigate the effect of time of day on all available drugs. As the pharmacokinetic and 
pharmacodynamic properties are a function of the underlying physiological processes that 
are shared between many different types of drugs, as described in the previous section, 
this raises the possibility of studying 24-hour variation in physiological process(es) using a 
model compound that represents a group of drugs. 

A relative recent development within the field of drug discovery and development 
is the use of statistical and mathematical methods to model the pharmacokinetics and 
pharmacodynamics of a drug and the associated sources of variability (Milligan et al., 2013). 
Many of the challenges in chronopharmacology that were discussed above, including the 
characterization of interindividual variability and quantification of the effect of time of 
day on pharmacokinetic of pharmacodynamic parameters, can be addressed by the field 
of pharmacometrics. The next section will highlight the potential benefits of applying this 
field to chronopharmacology. 

PHARMACOMETRICS AND CHRONOPHARMACOLOGY
Having evolved over the past four decades, pharmacometrics is a relatively new scientific 
discipline that is becoming an increasingly important tool in the development and 
optimisation of new and existing drug therapies (Milligan et al., 2013). Pharmacometrics 
is the science of developing and applying statistical and mathematical models to analyse 
the fate and effect of drugs in a biological system. Within the field of pharmacometrics, 
population pharmacokinetic-pharmacodynamic (PKPD) modelling is used to quantitatively 
describe the time course of drug exposure (pharmacokinetics), the relationship between 
exposure and effect (pharmacodynamics) and the associated sources of variability among 
the population (Mould and Upton, 2012). In this section, the application of PKPD modelling 
to the field of chronopharmacology is discussed. 

Effect of time of day in PKPD models

As discussed above, time of day may affect the pharmacokinetics and pharmacodynamics of 
a drug, thereby introducing a significant source of variation in the data. Although frequently 
overlooked in PKPD models, there are several examples available in the literature that show 
how the effect of time of day can be incorporated in such a model.
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Baseline variation in pharmacodynamic models
In general, a pharmacodynamic model describes the link between the concentration or 
dose and the drug effect. Functions used to describe continuous pharmacodynamic effects 
can, for example, be linear or Emax and can be either directly connected to the measured 
drug concentration or modelled as an indirect effect to account for a delay between 
the concentration and the effect (Mould and Upton, 2012). A pharmacodynamic model 
generally involves a function to describe the baseline of the measured response as well. 

In pharmacodynamic models, the effect of time of day is most commonly incorporated 
when the baseline parameter of interest exhibits 24-hour variation. A well-known example is 
the 24-hour variation in the QT interval on an ECG recording. This variation can be accounted 
for by describing the baseline as a cosine function with one or multiple harmonics (Chain 
et al., 2011; Piotrovsky, 2005). Furthermore, 24-hour variation of endogenous cortisol levels 
have been described by an indirect response model with a synthesis rate that exhibits 24-
hour variation (Krzyzanski et al., 2000). Other rhythmic baseline parameters that have been 
implemented in PKPD models include intraocular pressure (Luu et al., 2010), mevalonic acid 
concentration in plasma as a marker for cholesterol synthesis (Aoyama et al., 2010), gastric 
acid secretion (Puchalski et al., 2001), acetylcholinesterase activity (Han et al., 2012) and 
prolactin release (Friberg et al., 2009). Although informative, these studies did not regard 
the notion that the pharmacokinetics or the concentration-effect relationship may also 
exhibit 24-hour variation. 

Rhythmic variation in exposure or effect
While characterisation of a rhythmic pharmacodynamic baseline can be performed by 
analysing off-drug data that are commonly collected in clinical trials, identification of 
rhythmic variation in the exposure or effect of a drug requires a more specialized study design 
that involves either the use of multiple dosing times (Krzyzanski et al., 2000) or prolonged 
exposure to a drug (i.e. sustained exposure for at least 24 hours). Therefore, potential 24-
hour variation in the pharmacokinetics or in the response to a drug is investigated less 
frequently. However, several examples are available in the literature, among which two 
main approaches can be distinguished. 

The first approach involves the use of covariates. In general, covariates are factors 
that influence pharmacokinetic of pharmacodynamic parameters, such as demographic 
variables, laboratory values or disease state (Mould and Upton, 2012). For example, 
inclusion of the effect of body weight in a model allows for dosing adjustments based on 
weight in order to reach a more consistent drug exposure or effect among the population 
(Mould and Upton, 2012). In (pre-)clinical studies that involve multiple time-points of drug 
administration, different dosing times can also be investigated as potential covariates on the 
pharmacokinetic (Bienert et al., 2014; Chen et al., 2013; Musuamba et al., 2009; Salem et al., 
2014) and/or pharmacodynamic (Fisher et al., 1992) parameters. Although often employed, 
this approach is of limited use as it only provides information at the discrete time points that 
were investigated in the study and therefore lacks predictive value for other time points. 
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Moreover, the notion that the time-dependent parameter may continue to change after 
dosing is neglected.

A second approach to study the 24-hour variation in the pharmacokinetics or 
pharmacodynamics of a drug is the addition of a trigonometric function with a fundamental 
component of 24 hours and - if supported by the data - multiple harmonic components, 
to a model parameter. This approach has been used previously in both population 
pharmacokinetic models (Bressolle et al., 1999; Lee et al., 2014; Tomalik-Scharte et al., 2014) 
as well as in a population pharmacodynamic model studying the effect of dosing time on 
the analgesic effect of fentanyl (Boom et al., 2010). In general, this approach enhances the 
predictive value of a model by providing a continuous description of a model parameter 
over the 24-hour period. Using this approach, the exposure or effect of a drug can be 
predicted or simulated at any time of the day instead of only at the dosing times used in 
the study. 

Population PKPD model development in a chronopharmacological context

Typically, the development of any PKPD model starts by fitting a relatively simple model to 
a data set. By evaluating the model, misspecifications or biases can be identified and the 
model can subsequently be updated in an attempt to find a model that provides a better fit 
of the data. Like any mathematical model, a PKPD model is by definition a simplification of 
a real system and therefore no “true” or “right” model exists (Bonate, 2011). Certainly, some 
models are better representations of the real system than others, raising the question how 
one is to judge which model is “better” than another. 

The general steps that are taken during the development of a PKPD model and the 
criteria to evaluate and compare the fit of these models have been extensively described 
elsewhere (Bonate, 2011; Mould and Upton, 2013; Upton and Mould, 2014). In this section, 
it will be discussed how to determine if there is an effect of time of day in pharmacokinetic 
or pharmacodynamic parameters.

Time of day as a source of variation
In a PKPD model, different sources of variability in the data, including interindividual 
variability, interoccasion variability (in a crossover design) and residual unexplained 
variability, can be distinguished and quantified. The degree of interindividual variability 
(IIV) on a model parameter shows the extent to which this parameter varies from individual 
to individual in the study population, whereas the degree of interoccasion variability (IOV) 
shows to what extent the parameter varies within an individual from one occasion to the 
next occasion (Bonate, 2011). The quantification of these different sources of variation are 
an important advantage of a PKPD model compared to traditional statistical methods that 
are commonly used to analyse the results of a clinical trial. 

Time of day can also be regarded as a source of variation. In PKPD models based on 
studies involving multiple times of drug administration, boxplots of each parameter’s 
interindividual variability (in studies with a parallel design) or interoccasion variability 
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(in studies with a crossover design) over dosing time may be informative. In theory, any 
bias present in these plots provides a rationale for investigating the inclusion of 24-hour 
variation in a model parameter. However, in most PKPD models in which a time-of-day 
effect is studied, the use of these types of plots to facilitate the identification of 24-hour 
variation in the model parameters is generally not reported.

Time-of-day dependent bias in diagnostic plots
An important aspect of model evaluation is the graphical examination of its goodness of 
fit. This includes the assessment of scatter plots of observed data versus population and 
individual predicted data and of the distribution of conditional weighted residuals with 
interaction (CWRESI) versus concentration or time after dose (Byon et al., 2013; Karlsson 
and Savic, 2007). In a chronopharmacological context, model diagnostic plots can be used 
to identify biases or misspecifications with regard to the time of day. For example, if 24-
hour variation in any model parameter is not accounted for, a scatter plot of CWRESI over 
the time of day may show a time-dependent bias, indicating that the observed values are 
over-predicted at some time points and under-predicted at other time points. Such a bias 
was observed in a study into the chronopharmacology of cilostazol (Lee et al., 2014), which 
could be resolved by modelling the absorption rate constant as a cosine function with a 
period of 24 hours.

Model selection
An important concept in the selection of one PKPD model over the other is statistical 
significance: a model is generally selected if it provides a significantly better fit of the 
data. In population PKPD models, non-linear mixed effect modelling is used to estimate 
the parameter values that best fit the data. This involves a maximum likelihood approach 
(an extension of the least squares minimization used in linear regression), which returns 
an objective function value (OFV), a single numeric value that represents the fit the model 
(Mould and Upton, 2012). Whether a model provides a significantly better fit than another 
model is typically assessed by comparing their respective OFVs with the likelihood ratio 
test (for nested models), the Akaike information criterion or the Bayesian information 
criterion (Mould and Upton, 2013). These tests take into account the number of additional 
parameters that are added, such that a simpler model that fits the data equally well is 
chosen over a model which is more complex (i.e. which requires the estimation of more 
parameters). In a chronopharmacological context, for example, a cosine function with a 
fixed period of 24 hours to describe a model parameter, which requires the estimation of 
two additional parameters (the amplitude and the phase), is only included in a model if it 
provides a significantly better fit.

Physiological plausibility is another criterion for the selection of a model. For example, 
since renal function shows 24-hour variation (Wuerzner et al., 2014), it is biologically 
plausible that the clearance of a renally eliminated drug shows 24-hour variation, while a 
mechanistic reason for a 24-hour rhythm in the volume of distribution may be more difficult 
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to conceive. In case both models fit the data equally well, the model with more biological 
plausibility should be selected.

The clinical relevance of a model is also important. Daily variation in pharmacokinetics 
and/or pharmacodynamics may impact dosing decisions, as has been shown for 
chemotherapeutic agents in the treatment of different types of cancer (Lévi et al., 2010). 
However, this is not always the case. In a study investigating the chronopharmacokinetics of 
midazolam, it was found that the hepatic clearance of this drug shows statistically significant 
24-hour variation that could be described by a single cosine function (Tomalik-Scharte et 
al., 2014). However, the relative amplitude of this function was 10%, which was lower than 
the degree of residual unexplained variability in the data. The authors therefore concluded 
that the effect of dosing time is not clinically relevant and does not influence therapeutic 
decisions. 

Lastly, the predictive value of a model should be considered. In a chronopharmacological 
context, a model in which the 24-hour variation in a parameter is described by a continuous 
(e.g. sinusoidal) function allows for the estimation and simulation of the parameter at any 
time of the day, whereas the inclusion of different covariates representing different dosing 
times can only be used to estimate and simulate the parameter at the dosing times that 
were used in the original study.

In brief, this section provided an overview of the application of population PKPD 
modelling to the field of chronopharmacology, revealing several advantages over the 
use of traditional statistical methods. This includes a more rigorous quantification of the 
effect of time of day, the possibility of performing simulations as well as characterization of 
interindividual and interoccasion variability in the data.

CONCLUSION
This chapter provided an overview of the influence of 24-hour rhythmicity in physiological 
processes on the pharmacokinetics and pharmacodynamics of drugs. From the extensive 
body of chronopharmacological research discussed in this chapter, a rather reductionist 
picture emerges. There are many examples that reveal the potential relevance of the 24-
hour rhythms in physiology for the optimization of drug treatments scattered throughout 
the literature. However, a systematic approach to analyze and integrate these findings is 
lacking, which limits both the extrapolation of these findings to other types of drugs and 
the translation to clinical practice. In this light, PKPD modelling is a promising approach that 
may be able to overcome some of these limitations. 
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The aim of this thesis is to provide a structured framework for chronopharmacological 
studies, while concurrently touching upon several critical issues encountered during the 
development and optimization of new and existing drug treatments.

The general approach taken in this thesis to study the effect of the time of day on the 
pharmacokinetics, pharmacodynamics and/or side-effects of a drug involves the following 
three elements:

• The use of model compounds that can be used to study a physiological process;
• A strict study design that is optimally suited to evaluate the chronopharmacology 

of a drug, consisting of a sufficient number of dosing times distributed throughout 
the day and night; 

• The use of PKPD modelling to characterize and quantify the extent of 24-hour 
variation in the time, concentration and effect relationships of a drug. 

Chapter 3 exemplifies the methodological framework on which the research described in 
this thesis is based. In this chapter, the 24-hour variation in the pharmacokinetics of the 
benzodiazepine midazolam is studied. Midazolam was used as a model compound to 
study CYP3A-mediated metabolism (Lee et al., 2002). A large proportion of the clinically 
used drugs are metabolized by the two CYP3A isozymes involved in xenobiotic metabolism 
(CYP3A4 and CYP3A5) (Benedetti et al., 2009). Therefore, evaluation of the 24-hour variation 
in midazolam pharmacokinetics provides insight into the pharmacokinetics of the numerous 
other CYP3A substrates as well.

In contrast to many examples available in the literature (as described in the introduction), 
the clinical trial described in Chapter 3 was prospectively designed to study the 24-hour 
variation in the pharmacokinetics of midazolam, using six dosing times, appropriate control 
for stable diurnal rhythmicity before and during the study as well as a semi-simultaneous 
oral and intravenous administration. This yields detailed information about the effect of 
time of administration on the resulting concentration-time profile of the drug, which were 
subsequently analyzed by population pharmacokinetic (pop-PK) modelling. Hereby, the 
research described in Chapter 3 demonstrates how pop-PK modelling can be used to study 
the effect of time of drug administration as an additional source of variation.

A similar strategy was used to study the 24-hour variation in the pharmacokinetics of 
the antibiotic levofloxacin in the clinical trial described in Chapter 4. Levofloxacin, being 
subject to minimal metabolism and active transport processes, was selected as a model 
compound for solubility and permeability independent absorption as well as passive renal 
elimination (Fish and Chow, 1997). These are two of the main pathways by which drugs are 
taken up and excreted by the body. Again combining a strict design that controls for the 
influences of food and fluid intake, posture and daily patterns in behavior with population 
pharmacokinetic modelling, the effect of dosing time on each of the pharmacokinetic 
parameters is precisely determined. 

Delayed ventricular repolarization, manifested as a prolonged QT interval on an 
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electrocardiogram (ECG) recording, is one of the side-effects associated with the use of 
levofloxacin (Taubel et al., 2010). QT prolongation is a common side effect of a wide variety 
of cardiac and non-cardiac drugs that has potentially serious consequences, such as Torsade 
de Pointes and cardiac arrest (Kannankeril et al., 2010). For the proper evaluation of its safety 
profile, it is crucial to understand the factors that influence the relationship between the 
concentration of a drug and the QT interval. At present, it is unknown whether the effect of 
a drug on the length of the QT interval is influenced by the time of day. Building upon the 
pharmacokinetic model presented in Chapter 4, the effect of time of drug administration 
on the extent of levofloxacin-induced QT prolongation is investigated in Chapter 5. 

Another important aspect of the development and optimization of drug treatments is to 
determine the concentration of a drug at its target site. As described in Chapter 1, this holds 
especially true for drugs targeted at the central nervous system, which is protected from 
the entry of exogenous compounds by a series of barriers, such as the blood brain barrier 
and the blood CSF barrier. Efflux transporters that drive their substrates from the brain 
back into the circulation, such as P-glycoprotein (P-gp), serve as an additional protective 
mechanism (Abbott et al., 2010). Twenty-four hour variation in the activity of P-gp may 
result in differences in brain concentrations depending on the time of drug administration, 
which could be exploited to either enhance or reduce the distribution of a P-gp substrate 
to the brain. Being a potent and specific substrate for P-gp (Kusuhara et al., 1997; Sziráki et 
al., 2011), quinidine was used in Chapter 6 as a model drug to investigate whether P-gp 
mediated brain distribution shows 24-hour variation. Chapter 6 also provides an example 
of the use of semi-physiologically based pharmacokinetic modelling in a chronobiological 
framework. 

The objective of the study presented in Chapter 7 was to apply the findings presented 
in Chapter 6 to a more clinically relevant drug. To this end, we investigated the brain 
distribution of morphine, a substrate of P-gp as well as of probenecid-sensitive transporters 
such as multidrug resistance-associated protein (Mrp) transporters, after administration at 
different dosing times.

In Chapter 8, the results of the work presented in Chapter 3-7 are summarized and 
placed in a broader perspective. The relevance of the findings will be discussed, as well as 
the possibilities for future research.  
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ABSTRACT 
Daily rhythms in physiology may affect the pharmacokinetics of a drug. The aim of this 
study was to evaluate 24-hour variation in the pharmacokinetics of the CYP3A substrate 
midazolam. Oral (2mg) and intravenous (1mg) midazolam was administered at six time 
points throughout the 24-hour period in twelve healthy volunteers. Oral bioavailability 
(population mean value (RSE%) of 0.28 (7.1%)) showed 24-hour variation that was best 
parameterized as a cosine function with an amplitude of 0.04 (17.3%) and a peak at 12:14 
in the afternoon. Absorption rate constant was 1.41 (4.7%) times increased after drug 
administration at 14:00. Clearance (0.38L/min (4.8%)) showed a minor 24-hour variation 
with an amplitude of 0.03 (14.8%) L/min and a peak at 18:50. Simulations show that dosing 
time minimally affects the concentration time profiles after intravenous administration, 
while concentrations are higher during the day compared to the night after oral dosing, 
reflecting considerable variation in intestinal processes. 

STUDY HIGHLIGHTS 
What is the current knowledge on this topic?

• The pharmacokinetics of the CYP3A4 substrate midazolam may be subject to 24-
hour variation, but previous studies did not assess all pharmacokinetic parameters 
simultaneously and yielded conflicting results.

What question did this study address?
• How do the pharmacokinetics of oral and intravenous midazolam depend on time 

of administration?
What this study adds to our knowledge?

• Oral bioavailability and absorption rate constant of midazolam show considerable 
24-hour variation, while clearance shows minor fluctuations.

• Concentration-time profiles of midazolam are affected by dosing time after oral 
administration, but not after intravenous administration.

How might this change clinical pharmacology and therapeutics?
• Our design, with appropriate control for unperturbed circadian rhythmicity and 

semi-simultaneous oral and intravenous administration, combined with population 
pharmacokinetic modelling can be applied to study 24-hour variation in the 
pharmacokinetics of other model compounds, yielding detailed information on the 
effect of time of administration on the concentration profile.
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INTRODUCTION
Many physiological processes including gene expression, metabolism and organ 
function exhibit 24-hour variation (Meijer et al., 2012). As a result of these rhythms, the 
pharmacokinetics of drugs may vary over the day (Dallmann et al., 2014). Although different 
chronopharmacological studies have shown that the pharmacokinetics of several drugs 
depend on the time of administration (Baraldo, 2008; Bruguerolle et al., 2008; Kaur et al., 
2013), this source of variability has not been evaluated systematically. A possible approach 
to methodically assess 24-hour variation in pharmacokinetic parameters is to study a 
model drug representing a group of drugs that are absorbed, distributed, metabolized 
and/or eliminated in a similar way. Such an approach requires a strict standardized study 
protocol with external validators to ensure that the research is performed with minimal or 
no disturbance of the physiological rhythms. 

Midazolam is extensively metabolized by both hepatic and intestinal cytochrome 
P450 3A (CYP3A) and is considered a probe of CYP3A enzyme activity (Fuhr et al., 2007; 
Gorski et al., 1998; Lee et al., 2002; Thummel et al., 1996; Tsunoda et al., 1999). CYP3A is an 
important drug metabolizing enzyme, metabolizing 30% of clinically used drugs (Zanger 
and Schwab, 2013). In vitro research shows that hepatic CYP3A activity fluctuates during 
the 24-hour period (Froy, 2009; Takiguchi et al., 2007). Moreover, in vivo CYP3A activity in 
humans measured by urinary 6βhydroxy-cortisol to cortisol ratio showed diurnal variation 
by an average of 2.8 fold (Ohno et al., 2000). 

Several chronopharmacokinetic studies on midazolam have been published (Bienert et 
al., 2013; Klotz and Reimann, 1984; Klotz and Ziegler, 1982; Koopmans et al., 1991; Tomalik-
Scharte et al., 2014). In most of these studies, however, midazolam was administered either 
orally (Koopmans et al., 1991) or as an intravenous infusion (Bienert et al., 2013; Klotz 
and Reimann, 1984; Tomalik-Scharte et al., 2014), and therefore not all pharmacokinetic 
parameters (absorption rate constant, bioavailability and clearance) could be assessed 
separately. To distinguish between bioavailability, systemic clearance and volume of 
distribution, oral and intravenous administration should be combined in one single study. 
In the current study, we aimed to evaluate 24-hour variation in the pharmacokinetic 
parameters of midazolam after semi-simultaneous oral and intravenous administration in 
healthy volunteers.

METHODS
Study design and data 

Healthy, non-smoking Caucasian male subjects, aged between 18 and 50 and a body mass 
index (BMI) between 18 and 30 kg/m2 were recruited for this study, which took place at 
the Centre for Human Drug Research in Leiden, the Netherlands. Subjects were excluded 
from participation if any clinically significant abnormality was found in medical history, 
routine laboratory tests or 12-lead ECG recordings or if they used any medication, could 
be characterized as an extreme morning- or evening-type as determined by the Horne-
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Ostberg Chronotype Questionnaire (Horne and Ostberg, 1976), made transmeridian flights 
or did shift work from a month prior to the start of the study. The study was approved by 
the Medical Ethics Committee of the Leiden University Medical Center and was carried out 
according to the ICH guidelines for good clinical practice(ICH).

From one week prior to each study visit, subjects were instructed to maintain a stable 
sleep-wake schedule (waking times between 07:00-08:00, bedtimes between 23:00-00:00). 
Subjects kept a sleep diary and wore an Actiwatch (CamNtech Actiwatch Light®, UK) to 
monitor their daily activity profiles. Subjects refrained from heavy exercise for 24 hours 
prior to a scheduled study visit and were not allowed to use products that interfere with 
CYP3A metabolism (such as grapefruit, banpeiyu, pomegranate, star fruit, black berry, and 
wild grape) for two weeks prior to the study, and no caffeinated drinks, alcoholic drinks, 
honey and cruciferous vegetables for 72 hours prior to the drug administration until 48 
hours thereafter. 

The study consisted of three study visits at which the subjects received a 2 mg oral 
midazolam solution and 1 mg intravenous midazolam (separated by 150 min) twice a 
day at a 12 hour interval. The clock times of midazolam administration differed for each 
study visit, so that data were collected at six different time points throughout the 24-hour 
period (oral administration at 10:00, 14:00, 18:00, 22:00, 02:00 and 06:00) in each of the 12 
volunteers (Fig. 1a), with a washout period of at least two weeks between the study visits. 
Throughout the study visits, subjects remained in a semi-recumbent position. At night 
(23:30 until 07:30), lights were dimmed and subjects wore an eye mask. From two hours 
prior to drug administration, subjects fasted. A light meal was served at t=395min and a 
snack at t=540min after oral administration. Water was allowed as required. 

Samples (2.7mL) to determine midazolam concentrations in serum were collected at 
t= 0, 15, 30, 45, 58, 65, 70, 75, 80, 90, 120, 148, 155, 165, 180, 210, 240, 270, 330 and 390 
minutes after oral administration, as well as at t= 715 minutes in case it involved the first 
12 hours of a study visit. Midazolam concentrations were measured using a validated liquid 
chromatographic tandem mass spectrometric (LC-MS/MS) assay (van Erp et al., 2011). 
Within-day and between-day inaccuracy and imprecision were less than 5% and the lower 
limit of quantitation (LLQ) was 0.3 µg/L (van Erp et al., 2011).

Samples to determine thyroid stimulating hormone (TSH) concentrations in serum 
(1.2 mL) were collected hourly during the study visits. TSH concentrations (µIU/mL) were 
measured by an electrochemiluminescence immunoassay (ECLIA, Cobas, Roche Diagnostics 
GmbH, Mannheim, Germany) on an Elecsys immunoassay analyser (Roche Diagnostics 
GmbH, Mannheim, Germany), calibrated against the World Health Organization Second 
Standard International Reference Preparation (80/558). The LLQ was 0.005µIU/mL. Blood 
pressure and heart rate were measured every two hours during the study visits.

Single component cosinor analysis was performed to evaluate the presence of a 24-hour 
rhythm in blood pressure, heart rate and endogenous TSH levels using R software (v2.15; 
R Foundation for Statistical Computing, Vienna, Austria). Cosinor analysis is a statistical 
method to fit a cosine function to longitudinal data. If the period assumed to be known 
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(in this case 24 hours), a cosine function can be rewritten as a linear function and the data 
can be fitted via least squares regression (Cornelissen, 2014). The mesor, amplitude and 
acrophase can be calculated from the estimated intercept and coefficients.

Population pharmacokinetic modeling 

The pharmacokinetic data were analyzed using non-linear mixed effects modeling 

Figure 1 (a) Schematic representation of the drug administration protocol per study visit. Subjects completed 
two occasions, separated by 12 hours. At t=0, subjects received 2mg midazolam (MDZ) orally. At t=2.5h, 
subjects received 1mg midazolam intravenously. After 12 hours, the procedure was repeated. In each of the 
three study visit, drug administration took place at two different clock times (t=0 at 14:00 and 02:00 in this 
example), so drug administration occurred at six different clock times throughout the 24-hour period. The 
order of time of drug administration was randomized. The dark box indicates the clock times during which 
the subjects were instructed to sleep. (b-e) Mean values of TSH levels (b), heart rate (c), diastolic (d) and 
systolic blood pressure (e) obtained during the study visits across the 24-hour period (n=12 subjects). The 
solid lines show the cosine curve with a period of 24-hour that best fits the data, obtained through cosinor 
analysis.
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(NONMEM v7.2; ICON Development Solutions, Hanover, MD, USA)(Beal et al., 2009) and 
R (v2.15) (R Development Core Team, 2008), Pirana (v2.7.1), Xpose (4.5.0) and PsN (3.6.2) 
(Keizer et al., 2013) were used to visualize the data. The first-order conditional estimation 
method with interaction was used throughout model development. 

Structural and statistical model 
Pharmacokinetic models incorporating either two or three compartments with first order, 
zero order or combined first- and zero order oral absorption were investigated. Furthermore, 
the addition of one or more transit compartments or an oral absorption lag time was 
evaluated (Savic et al., 2007). Interindividual variability (IIV) in pharmacokinetic parameters 
was assumed to be log-normally distributed. Residual variability was investigated using 
proportional, additive or combined proportional and additive error models. 

Twenty-four hour variation
Twenty-four hour variation in the different structural pharmacokinetic parameters was 
first explored by incorporating interoccasion variability (IOV), representing the variability 
between the six different times of administration, on each of these parameters of interest 
using the following equation (Karlsson and Sheiner, 1993): 

θij = θmean * eηi+kij                                                                                          (Equation 1)

where  is the individual parameter estimate at the jth occasion,   is the population mean, ηi is a 
random variable for the ith individual (IIV) and kij is a random variable for the ith individual at 
the jth occasion (IOV). Both ηi and kij were assumed to be independently normally distributed 
with mean of zero and variances ω2 and π2 , respectively. The k values used in IOV plots are 
empirical Bayes estimates (EBEs) of the interoccasional random effect (NONMEM ETA) of the 
parameter involved. 

If a 24-hour rhythm was visually identified in IOV plots, a cosine function with a period 
of 24 hours (1440 minutes) was implemented in the model as follows: 

P = θi + θAMP * cos(2π * (t - θACROPHASE) / 1440 )                        (Equation 2)

where P represents the studied pharmacokinetic parameter, θi the mesor (individual value 
of the pharmacokinetic parameter around which it oscillates), θAMP the amplitude and 
θACROPHASE the acrophase (time of the peak of the cosine function). t represents the time in 
minutes starting at midnight of the first study visit and continuing until the end of the third 
study visit. It was assumed that the cosine function described the data accurately when no 
residual trend of diurnal variation was left in the IOV plots upon inclusion of the function 
and it resulted in a reduced IOV value. Twenty-four hour variation was also evaluated by 
estimation of different multiplication factors on the pharmacokinetic parameters for the six 
time-points of administration (10:00, 14:00, 18:00, 22:00, 02:00 and 06:00). 

If no full 24-hour variation could be identified for a pharmacokinetic parameter, but only 
an increase at a certain time interval of the day, this was parameterized as half a cycle of a 
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sine function:

INC = θAMP * sin(2π * (TSIN – θON) / θFR)                        (Equation 3)

where INC represents the increase in a parameter, θAMP the amplitude, θFR the frequency of the 
oscillations (minutes), TSIN the clock time in minutes after 12:00 (noon) and θON represents 
the onset of the increase in the parameter. The end of the increase in the pharmacokinetic 
parameter was calculated as follows:

END = 0.5 * θFR + θON                                         (Equation 4) 

Model selection and internal model evaluation
Model development and selection was guided by comparison of the objective function 
value (OFV, i.e. -2 log likelihood (-2LL)) between nested models, precision of parameter 
estimates and visual improvement in goodness-of-fit plots split by the six times of 
administration (observed versus individual-predicted concentrations, observed versus 
population-predicted concentrations, conditional weighted residuals versus time after 
dose and conditional weighted residuals versus population-predicted concentrations 
plots and individual plots). A p-value of <0.05 (ΔOFV=-3.84 for one degree of freedom) was 
considered statistically significant. For internal model evaluation, a bootstrap analysis was 
performed using 250 replicates and visual predictive checks (VPCs), stratified by the six 
times of administration, were created using 1000 simulated datasets.

Simulations

The final population pharmacokinetic model was used to simulate the concentration-time 
curves of a subject dosed at 6 different administration times of a 7.5 mg oral dose or a 2 mg 
intravenous bolus dose.

RESULTS
Study participants 

Twelve healthy Caucasian male volunteers participated in the study. Their demographics 
are summarized in Table 1. One subject withdrew consent during the study due to personal 
reasons and was replaced by another study subject who was dosed according the same 
randomization order. 

Physiological parameters 

Several physiological variables, used to verify that the approach of our study is suited to 
assess diurnal rhythmicity in physiological processes, fluctuated over the 24-hour period 
(Fig. 1b-e). TSH levels showed significant 24-hour variation with a relative amplitude of 
29% and peak levels around 03:05 at night (r2=0.13, p<0.0001). Heart rate and diastolic and 
systolic blood pressure also exhibited a significant 24-hour rhythm (r2=0.14, p<0.0001 for all 
three parameters) with relative amplitudes of 10%, 6.3% and 5.6%, respectively, and peaks 
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Figure 2 Interoccasion variability (κ, kappa) versus time of administration of midazolam for oral 
bioavailability (F) (a, d), absorption rate constant (Ka) (b, e) and clearance (CL) (c, f). Left column represents 
IOV (κ) versus time plots of the simple model in which no cosine function was incorporated (a,b,c) and right 
column represents IOV (κ) versus time plots of the models after implementation of a cosine function for oral 
bioavailability (d), a multiplication factor at the 14:00 hour administration time for absorption rate constant 
(e) and a cosine function for clearance (f ). The k values used in these IOV plots are empirical Bayes estimates 
(EBEs) of the interoccasional random effect (NONMEM ETA) in the parameter involved (oral bioavailability, 
absorption rate constant or clearance).

Table 1: Subject demographics

N Mean SD CV (%) Median Range

Age (years) 12 21.8 3.19 14.6 22 18-27

Weight (kg) 12 76.0 8.65 11.4 75.4 63.4-92.9

Body mass index (kg/m2) 12 22.3 2.37 10.6 21.9 18.8-25.8

N: number of subjects; SD: standard deviation; CV: coefficient of variation
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around 16:00. 

Population pharmacokinetic model and internal model evaluation

The mean concentration time-profiles of midazolam after oral and intravenous administration 
at the six time points is shown in Supplementary Fig. 1. A three compartment PK model 
with equalized peripheral volumes of distribution best described the data. The peripheral 
volumes were equalized, as these values were almost equal and the model resulted in a 
similar objective function (p>0.05). Oral absorption of midazolam was best described by 
a one transit compartment absorption model, where oral absorption rate constant and 
transit compartment rate constant were equalized. Residual variability was best described 
by using a proportional error model for both oral and intravenous data. 

To explore 24-hour variation in the different pharmacokinetic parameters, IOV was 
sequentially incorporated on oral bioavailability, absorption rate constant and systemic 
clearance (Supplementary Table 1). The presence of a 24-hour rhythm was most evident for 
oral bioavailability (Fig. 2a, p<0.001, ∆OFV -349). After implementation of IOV on absorption 
rate constant an increase in this parameter was identified after administration at 14:00 
(Fig. 2b, p<0.001 ∆OFV -258). The magnitude of a possible 24-hour rhythm in clearance of 
midazolam seemed lower compared to oral bioavailability and absorption rate constant (Fig. 
2c, p<0.001, ∆OFV -93). The η-shrinkage for the EBEs of the interoccasional random effect 
was higher than 30% for oral bioavailability and absorption rate constant (33% and 55%, 
respectively, Supplementary Table 1), resulting in potentially unreliable EBEs (Karlsson and 
Savic, 2007). Therefore, these observations necessitated further analysis by implementation 
of a cosine function on each of these parameters evaluated by objective function.

The 24-hour variation in bioavailability was accurately described by a cosine function 
(Equation 2), resulting in a significant improvement in OFV compared to the IOV on 
bioavailability model (p<0.001, ∆OFV -28) and in a reduced IOV value (from 20 to 15.4%, 
Supplementary Table 1). Alternatively, 24-hour variation in bioavailability was estimated 
by implementing different multiplication factors on this parameter for each of the six time 
points of administration. This multiplication factor model showed a similar fluctuation 
over the 24-hour period compared to the cosine model (Supplementary Fig. 2a) and had 
a similar OFV (2431 for the cosine model with 2 additional parameters versus 2430 for the 
multiplication factor model with 5 additional parameters, p>0.05 for 3 degrees of freedom). 
The cosine model was preferred over the multiplication factor model, because both the IOV 
model (Fig. 2a) and multiplication factor model (Supplementary Fig. 2a) revealed a cosine 
function in bioavailability and the cosine model required less parameters to be estimated, 
while having larger predictive value. After implementation of the cosine function for 
bioavailability, there was no remaining trend in IOV confirming the appropriateness of the 
cosine model for this parameter (Fig. 2d).

After implementation of the cosine function for bioavailability, the variation in 
absorption rate constant was modeled, which was best described by the estimation 
of a multiplication factor at 14:00 (p<0.01, ∆OFV -9, Supplementary Table 1). After 
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implementation of this multiplication factor, IOV on absorption rate constant was removed 
from the model, because of the high η-shrinkage of the EBE of the interoccasional random 
effect (55%, Supplementary Table 1). Addition of multiplication factors on absorption 
rate constant at other time-points of administration did not further improve the model 
(p>0.05, Supplementary Fig. 2b). Alternatively, a cosine function was tested, but this model 
did not result in adequate prediction of the increased absorption rate constant at 14:00. 
Furthermore, inclusion of half a cycle of a sine function to describe the peak in absorption 
rate constant (Equation 3 and 4) resulted in a peak at 14:59 and an amplitude of 0.056min-
1 (increase of 106%) and an onset and offset of the peak at 14:12 and 15:45, respectively. 
However, this model was very sensitive to initial parameter estimates and did not result in a 
significant improvement in OFV compared to the model with a multiplication factor at 14:00 
(p>0.05, ∆OFV -3.7, 2 degrees of freedom). Therefore, the model with a multiplication factor 
at 14:00 was selected. No rhythm remained in the IOV plot after implementation of this 
factor (Fig. 2e). However, this plot should be viewed with caution because of the high ETA 
shrinkage and IOV on the absorption rate constant was therefore removed from the model, 
as described above. The multiplication factor estimated by this model was 1.46 (resulting in 
an absorption rate constant of 0.08 min-1), indicating a strong increase in absorption rate 

Figure 3 Visual predictive checks of the final model stratified by time of midazolam administration (06:00, 
10:00, 14:00, 18:00, 22:00 and 02:00). Observed concentrations are shown as half open circles with solid 
and lower and upper dashed lines showing the median, 2.5th and 97.5th percentiles of the observed data, 
respectively. The shaded areas represent 95% confidence intervals for the model predicted median, 2.5th, 

97.5th percentiles constructed from 1000 simulated datasets of individuals from the original dataset.
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constant after administration at 14:00.
After implementation of a cosine function for bioavailability and a multiplication 

factor for absorption rate constant, 24-hour related changes in clearance were modelled. 
For this parameter, 24-hour variation was best described by a cosine function (Equation 
2), resulting in a significant decrease in OFV compared to the IOV model for clearance 
(p<0.001, ∆OFV -26, Supplementary Table 1). Since the IOV value was substantially smaller 
than the IIV on clearance, IOV on clearance was removed from the model. Clearance could 
also be described by estimation of different multiplication factors for each of the six times of 
drug administration (Supplementary Fig. 2c), resulting in similar variation over the 24-hour 
period as the cosine model. After implementation of the cosine function for clearance, there 
was no remaining trend in IOV on this parameter (Fig. 2f ) (η shrinkage of 20%), confirming 
the appropriateness of the cosine model for clearance. 

Hence, the final model selected to describe 24-hour variation in midazolam 
concentration profiles included a cosine function for bioavailability and clearance and 
a multiplication factor to describe the increase in absorption rate constant at 14:00. The 
model parameter values are summarized in Table 2. Observed versus individual predicted 
concentrations and observed versus population predicted midazolam concentrations 
of the final pharmacokinetic model for all six time-points of administration are shown in 
Supplementary Fig. 3. The final model was evaluated using bootstrap analysis, confirming 
that the model parameters could be estimated with good precision (Table 2). Furthermore, 
VPCs stratified by time of administration indicated good predictive performance for both 
oral and intravenous data with good agreement between observed data and model 
simulated confidence intervals for the median, 2.5th and 97.5th percentiles (Fig. 3). Fig. 4 
shows the 24-hour variation in bioavailability and in clearance of the final model.The cosine 
function on bioavailability has a relative amplitude of 14.7% with a peak at 12:14, while the 
cosine function on clearance has a relative amplitude of 7.2% and a peak at 18:50. 

Figure 4 Twenty-four hour fluctuation for oral bioavailability (F) and clearance (CL) according to the final 
model with the 95% confidence interval of the empirical Bayes estimates (EBEs) for F (IIV+IOV) and CL (IIV) 
at each administration time. For oral bioavailability, the time of the peak was estimated at 12:14 with an 
estimated amplitude of 0.041 (14.7% increase) (left panel). For clearance, the time of the peak was estimated 
at 18:50 with an estimated amplitude of 0.027 L/min (7.2% increase) (right panel).
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Simulations

Population predicted midazolam concentrations after a 7.5 mg oral dose and 2 mg 
intravenous bolus dose in a typical subject dosed at six different times during the day (10:00, 
14:00, 18:00, 22:00, 02:00 and 06:00) were simulated using the final model (Fig. 5). The oral 
midazolam dose simulations show that the concentrations after administration in the late 
morning and early afternoon (10:00 and 14:00) are higher compared to the concentrations 
after administration in the late evening and early night (22:00 and 02:00). In addition, the 
time to maximum concentration (Tmax) is shorter when midazolam is administered at 14:00. 
In contrast to the oral dose simulations, the intravenous dose simulations show almost no 
variation during the 24-hour period.

DISCUSSION
This study aimed to evaluate the 24-hour variation in the pharmacokinetics of the CYP3A 
substrate midazolam after semi-simultaneous oral and intravenous administration at six 
different time points during the day (06:00, 10:00, 14:00, 18:00, 22:00 and 02:00). It was 
found that oral bioavailability and clearance are subject to 24-hour variation that could 
both be described by a cosine function. The peak of oral bioavailability was found at 12:14, 
with a relative difference between peak and trough values of 29.4%. The effect for clearance 
was found to be small with a peak at 18:50 and a relative difference between peak and 
trough levels of 14.4%. Furthermore, we found that absorption rate constant was increased 
1.41 times after administration at 14:00. 

Previous studies that investigated the diurnal variation of midazolam clearance in healthy 
volunteers did not yield consistent results (Bienert et al., 2013; Klotz and Reimann, 1984; 
Klotz and Ziegler, 1982; Koopmans et al., 1991; Tomalik-Scharte et al., 2014). In agreement 
with our results, Klotz and Ziegler found a higher clearance value in the evening compared 

Figure 5 Population predicted midazolam concentrations over time after 7.5 mg oral administration (left 
panel) and a 2 mg intravenous bolus (right panel) at 06:00, 10:00, 14:00, 18:00, 22:00 and 02:00.
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to the morning after intravenous administration (Klotz and Ziegler, 1982). More recently, 
Tomalik-Scharte et al. reported a cosine function in midazolam clearance over the day with 
a 10% increase at 15:00 (Tomalik-Scharte et al., 2014). This is consistent with our results, 
as we found a 7.2% maximum increase in clearance at 18:50. The small difference in peak 
time may be explained by the nature of the study; where Tomalik-Scharte et al. evaluated 
midazolam concentrations during the day upon a continuous intravenous infusion, we 

Table 2 Population pharmacokinetic parameters of the final model for midazolam and results of the 
bootstrap analysis (250/250 resamples successful). 

Parameter Model Estimates (RSE%)
Bootstrap Estimates

(95% confidence interval)

CL= CLmesor+Amp * cos((2π/1440)*(Time-Acrophase))

    CLmesor (L/min) 0.379 (4.8) 0.380 (0.344-0.417)

    Amp (L/min) 0.027 (14.8) 0.028 (0.017-0.039)

    Acrophase (min) 1130 (2.9) 1130.2 (1005.3-1204.7)

Vcentral (L) 18.2 (5.4) 18.4 (15.3-20.9)

Vperipheral1 = Vperipheral2 (L) 22.5 (2.5) 22.4 (20.2-26.2)

Q (L/min) 0.27 (6.8) 0.269 (0.209-0.334)

Q2 (L/min) 1.31 (8.5) 1.29 (1.08-1.56)

Ka = Ktr (min-1) 0.053 (5.8) 0.053 (0.048-0.061)

Fraction Ka at 14:00 1.41 (4.7) 1.41 (1.07-1.78)

F= Fmesor+Amp * cos((2π /1440)*(Time-Acrophase))

    F 0.277 (7.1) 0.275 (0.244-0.313)

    Amp 0.041 (17.3) 0.041 (0.026-0.055)

    Acrophase (min) 734 (5.3) 739.7 (667.0-821.0 )

Interindividual variability

    CL (%) 16.2 (21) 15.2 (9.7-19.6)

    Ka (%) 19.1 (21.9) 18.7 (10.7-24.2)

    F (%) 23.3 (22.2) 22.7 (15.8-28.8)

Interoccasion variability

    F (%) 14.8 (10.5) 14.5 (11.5-17.9)

Residual proportional error

    σ oral (%) 18.0 (5.6) 17.8 (15.8-19.8)

    σ intravenous(%) 15.4 (6.1) 15.1 (13.2-17.3)

OFV (-2LL) 2299 2242 (1723-2730)

RSE = relative standard error (%); CL = systemic clearance of midazolam; Amp = amplitude; Acrophase = peak 
time of the cosine function in minutes after midnight; V = volume of distribution; Q = inter-compartmental 
clearance of midazolam between central and first peripheral compartment; Q2 = inter-compartmental 
clearance of midazolam between central and second peripheral compartment; Ka = oral absorption rate 
constant; Ktr= transit compartment rate constant; F = oral bioavailability; OFV = Objective Function Value 
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studied an oral and intravenous bolus dose at 6 different times of administration. The fact 
that others found no influence of the time of administration on clearance may be explained 
by the low number of subjects in the study (Klotz and Reimann, 1984) and the fact that 
intensive care patients were studied, showing a disrupted circadian rhythm (Bienert et al., 
2013). Hence, most chronopharmacokinetic studies about intravenous midazolam are in 
line with our findings of a relatively small 24-hour variation in midazolam clearance. 

Our results about absorption processes of midazolam (24-hour variation in oral 
bioavailability and increase in absorption rate constant at 14:00) are not consistent with earlier 
chronopharmacokinetic studies on oral midazolam, finding no influence on Cmax, Tmax or 
oral bioavailability (Klotz and Ziegler, 1982; Koopmans et al., 1991). These discrepancies may 
be due to methodological differences. Klotz and Ziegler administered midazolam only at 
two different time points during the day (Klotz and Ziegler, 1982), and therefore the peak 
and trough may easily be missed. In the study of Koopmans et al., subjects were not allowed 
to lie down or sleep from 1 hour before to 8 hours after dosage (Koopmans et al., 1991), 
which could have disrupted the circadian rhythms in physiological processes of the subjects 
(Mullington et al., 2009). However, our finding of 24-hour variation in oral bioavailability 
of midazolam is supported by chronopharmacokinetic studies of other CYP3A substrates, 
such as nifedipine, tacrolimus and ciclosporin (Baraldo and Furlanut, 2006; Lemmer et al., 
1991). Lemmer et al. showed an increased Cmax and 35% increase in oral bioavailability after 
a morning dose of immediate release nifedipine compared to an evening dose (Lemmer 
et al., 1991). Furthermore, studies with oral tacrolimus and ciclosporin showed in general 
an increased Cmax and AUC after morning dose compared to evening dosing (Baraldo and 
Furlanut, 2006; Iwahori et al., 2005; Min et al., 1996, 1997; Tada et al., 2003). Therefore, it 
seems that our findings on 24-hour variation in absorption processes are strengthened by 
the advanced study design that we used in comparison to previous oral midazolam studies 
that did not report these changes, and are supported by chronopharmacological studies of 
other CYP3A substrates. 

Twenty-four hour variation in clearance and oral bioavailability as well as the increase 
in absorption rate constant can be explained by several physiological factors. Since 
midazolam is a typical probe for CYP3A activity (Gorski et al., 1998; Lee et al., 2002; Tsunoda 
et al., 1999), the rhythm in systemic clearance of midazolam may be explained by minor 24-
hour variation in CYP3A activity. Multiple lines of evidence show that hepatic CYP3A activity 
fluctuates during the 24-hour period (Froy, 2009; Lu et al., 2013; Ohno et al., 2000; Takiguchi 
et al., 2007; Tomalik-Scharte et al., 2014). Like systemic clearance, 24-hour variation in 
oral bioavailability of midazolam may also be explained by variation in intestinal CYP3A 
activity, since CYP3A is present both in the gut wall and liver (Thummel et al., 1996). Another 
explanation for the variation in oral bioavailability may be the variation in splanchnic blood 
flow during the 24-hour period, which is supported by the findings of Lemmer et al., who 
demonstrated a 24-hour rhythm in hepatic blood flow (as a proxy for splanchnic blood 
flow) with a peak at 08:00 (Lemmer and Nold, 1991). This supports our finding that oral 
bioavailability is increased from the early morning until the end of the afternoon (Fig. 4). 
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An increased splanchnic blood flow will decrease the intestinal first pass effect, as it will 
carry the drug away from the enterocyte and the CYP3A enzyme (Patel et al., 2013; Yang 
et al., 2007). In contrast to oral bioavailability, the clearance of midazolam is not expected 
to be influenced by hepatic blood flow to such an extent, because midazolam is a low to 
intermediate extraction drug (extraction rate of 35%), making it relatively independent of 
hepatic blood flow (Tsunoda et al., 1999). The increase in absorption rate constant after 
oral administration at 14:00 may be explained by 24-hour variation in gastric emptying, 
gastrointestinal mobility and splanchnic blood flow (Dallmann et al., 2014; Hoogerwerf, 
2010; Kumar et al., 1986; Lemmer and Nold, 1991), even though we could not identify a 
cosine function for absorption rate constant. 

In this study, we utilized a semi-simultaneous design in which midazolam was 
administered as an oral and intravenous dose separated by 150 minutes (Lee et al., 2002). 
An advantage of this crossover approach is that intra-individual variability is limited, since 
the oral and intravenous dose are administered to the same individual at a relatively short 
time frame (Karlsson and Bredberg, 1989). By using six different time points of oral and 
intravenous midazolam administration, 24-hour variation in absorption parameters as well 
as clearance could be accurately identified. Moreover, we ensured that subjects had stable 
rest/activity patterns between the study days and controlled for the influence of eating 
and physical activity, both of which are known to have an impact on physiological rhythms 
(Froy, 2010). Another strength of our study design is that several endogenous markers, 
with known diurnal variation (heart rate, systolic/diastolic blood pressure and serum TSH 
levels) were used as external validators to verify that our approach, including the low dose 
of midazolam, did not interfere with normal circadian physiology of the subjects. We found 
that these endogenous markers show clear diurnal variation with peak and trough times 
that are comparable to values reported in the literature (Andersen et al., 2003; Guo and 
Stein, 2003). These findings indicate that the study population and design were well-suited 
to study diurnal variation of midazolam exposure.

As the pharmacokinetics of midazolam have been shown to be linear over a wide dose 
range (Halama et al., 2013; Misaka et al., 2010), we performed simulations on the basis 
of the final pharmacokinetic model using therapeutic doses. These simulations illustrate 
the findings of the current study by showing a substantial effect of time of administration 
on midazolam concentration-time profiles after oral administration, whereas this 
effect is minimal after intravenous administration. Midazolam concentrations after oral 
administration are higher in the morning and afternoon compared to concentrations after 
administration in the evening and night. In addition, the time to maximum concentration 
(Tmax) is shorter after oral administration at 14:00. In the clinic, midazolam is mainly given 
as an intravenous dose, for example as pre-medication or for induction of anesthesia, upon 
which the time of administration will have no clinical impact. However, midazolam is also 
prescribed as a hypnotic to patients with insomnia. For these patients, who take an oral 
dose in the evening, lower serum concentrations should be anticipated. 

In conclusion, this study shows that oral bioavailability of midazolam is subject to 24-
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hour variation and that absorption rate constant is increased at 14:00 in the afternoon. The 
clearance of midazolam is also subject to 24-hour variation, although its magnitude is small 
and without clinical significance. As a result, the 24-hour variation in oral bioavailability 
results in higher serum concentrations during the day compared to the night upon oral 
midazolam dosing, while the concentration-time profiles are hardly affected by time of 
administration after intravenous dosing. Future research should elucidate the specific 
processes that contribute to the 24-hour variation in the pharmacokinetics of midazolam, 
and of other drugs with similar physicochemical properties, for example by using markers 
for intestinal motility or blood flow. 
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Supplementary Figure 1 Concentration time profiles of midazolam after (a) oral and (b) intravenous 
administration at six different clock times. Data are presented as mean ± 95% confidence intervals
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Supplementary Figure 2 Oral bioavailability (a), absorption rate constant (b) and clearance (c) versus time 
from models in which variation in parameters were estimated with different multiplication factors for each of 
the different administration times
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Supplementary Table 1: Summary of key model building steps and associated changes in objective 
function, interindividual variability, interoccasion variability, η-shrinkage and residual error

Model OFV #
IIV 

(%)
η-shrink. 
IIV (%)a

IOV 

(%)
η-shrink. 
IOV (%)a

Residual error 
(%)

Oral IV

Simple model 2807 12

F 23.6

25.9 16.1Ka 18.7

CL 16

IOV F 2459 13

F 23.1 20 33

19 16Ka 21.4

CL 16

IOV Ka 2548 13

F 25

20.1 16.2Ka 15.8 26 36 55

CL 15.4

IOV CL 2714 13

F 23.7

24.9 14.7Ka 19.2

CL 15.8 8.2 14

IOV F + COS F 2431 15

F 23.1 15.4 18

19 16.1Ka 21

CL 16

IOV F + 
COS F

+ IOV Ka 2087 16

F 24.7 14.8 10

13.6 16Ka 14.5 22 30.8 60

CL 15.8

+ IOV Ka 

+ MF Ka 14:00
2078 17

F 24.6 14.9 11

13.6 15.9Ka 15.3 18 28.3 55

CL 15.5

+ MF Ka 14:00 

(IOV Ka closed)
2345 16

F 23.7 15.0 14

18.1 16.0Ka 19.4

CL 15.9

IOV F + 
COS F + 
MF Ka 
14:00

+ IOV CL 2284 17

F 24.4 15.0 20

17.7 14.6Ka 19.2

CL 23.4 8.0 25

+ IOV CL 

+ COS CL
2258 19

F 23.4 14.1 18

17.7 14.4Ka 18.9

CL 15.9 6.9 20

+ COS CL (IOV 
CL closed)

(Final model)
2299 18

F 23.3 14.8 12

18.0 15.4Ka 19.1

CL 16.2
a. Only shrinkage values of ≥ 10% are reported. 

# = number of parameters; shrink. = shrinkage; CL= clearance; COS= cosine function; F= oral bioavailability, 
IIV= interindividual variability; IOV= interoccasion variability; IV= intravenous; Ka= oral absorption rate; MF= 
multiplication factor
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SUMMARY

Aim: The objective of this study was to investigate whether the pharmacokinetics of orally 
administered levofloxacin show 24-hour variation. Levofloxacin was used as a model 
compound for solubility- and permeability-independent absorption and passive renal 
elimination. 

Methods: In this single centre, cross-over, open label study, twelve healthy subjects received 
an oral dose of 1000mg levofloxacin at six different time-points equally divided over the 24-
hour period. Population pharmacokinetic modelling was used to identify potential 24-hour 
variation in the pharmacokinetic parameters of this drug. 

Results: The pharmacokinetics of levofloxacin could be described by a one-compartment 
model with first-order clearance and a transit compartment to describe drug absorption. 
The fit of the model was significantly improved when the absorption rate constant was 
described as a cosine function with a fixed period of 24 hours, a relative amplitude of 47% 
and a peak around 8:00 in the morning. Despite this variation in absorption rate constant, 
simulations of a once-daily dosing regimen show that Tmax, Cmax and the area under the curve 
at steady state are not affected by the time of drug administration. 

Conclusion: The finding that the absorption rate constant shows considerable 24-hour 
variation may be relevant for drugs with similar physicochemical properties as levofloxacin 
that have a narrower therapeutic index. Levofloxacin, however, can be dosed without taking 
into account the time of day, at least in terms of its pharmacokinetics.

What is already known about this subject:

• The pharmacokinetics of drugs may show 24-hour variation, but this has rarely 
been systematically evaluated. 

• Levofloxacin is an antibiotic whose oral absorption is limited by gastric emptying 
time and whose elimination occurs primarily via passive renal clearance, and can as 
such be used as a model compound to study 24-hour variation in these processes. 

What this study adds:

• The absorption rate constant of levofloxacin shows considerable 24-hour variation, 
while other pharmacokinetic parameters seem constant throughout the day and 
night. 

• This is relevant for drugs with similar physicochemical properties as levofloxacin 
that have a narrower therapeutic index, as the rhythm in absorption rate constant 
may be clinically relevant.
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INTRODUCTION 
Understanding the variables that influence the therapeutic effect of drugs is essential 
to optimize dosing strategies. One potential source of variation is introduced by the 24-
hour rhythms in physiology, which are generated by an endogenous clock mechanism 
that is entrained to the 24-hour light-dark cycle and that allows us to anticipate to daily 
environmental changes (Mohawk et al., 2012). These rhythms are known to affect the 
pharmacokinetics, pharmacodynamics and toxicity of drugs (Dallmann et al., 2014). 

Many physiological processes in the human body are subject to 24-hour fluctuations 
(Baraldo, 2008), such as gastric emptying time (Goo et al., 1987), hepatic enzyme activity 
(Takiguchi et al., 2007) and kidney function (Koopman et al., 1989). The complex interplay 
between these rhythms may lead to substantial variation in the pharmacokinetic parameters 
of a drug over the day and the night. With an increased understanding of the effect of these 
rhythms on the pharmacokinetics of a drug, the design of new and existing drug therapies 
can be improved by taking into account the optimal time of drug administration. 

Scattered throughout the literature are a large number of studies that investigate 
the chronopharmacology of a wide variety of drugs, such as antibiotics (Beauchamp and 
Labrecque, 2007). These studies often employ a design that limits the interpretation and 
application of their results, thereby hampering implementation of the findings in the clinic. 
For example, as many chronopharmacological studies compare the pharmacokinetics 
following drug administration at two time points separated by twelve hours (Bleyzac et 
al., 2000; Choi et al., 1999; Fauvelle et al., 1994; Hishikawa et al., 2001; Rao et al., 1997), it is 
likely that the peak and trough are outside the studied intervals. Furthermore, most studies 
use an isolated approach in which the chronopharmacokinetics of one particular drug is 
investigated, without considering the relevance of their findings to other drugs with similar 
characteristics. 

To overcome these limitations, a more systematic approach is required. For example, by 
investigating the chronopharmacokinetics of a model drug that represents a class of drugs 
that are absorbed, metabolized and/or eliminated in a similar manner, the findings can 
be extrapolated beyond the drug under investigation. Secondly, the use of multiple time 
points of drug administration is crucial in order to fully capture potential fluctuations over 
the 24-hour period. Thirdly, employing population pharmacokinetic modelling facilitates 
the identification of sources of variability related not only to the time of drug administration, 
but also to inter-individual and intra-individual differences, as utilized previously with 
midazolam (van Rongen et al., 2015). 

The aim of this study was to investigate the chronopharmacokinetics of levofloxacin, 
an antibiotic characterized by solubility- and permeability independent absorption, 
minimal metabolism and passive renal elimination (Fish and Chow, 1997; Frick et al., 1998). 
Additionally, levofloxacin does not act primarily on the central nervous system, unlike many 
other drugs with similar physicochemical properties, so its influence on the central circadian 
clock in the hypothalamus is likely minimal. As such, levofloxacin was used as a model 
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compound to study the possible influence of 24-hour rhythms in physiological processes 
that determine the pharmacokinetics of many other drugs with similar properties. We 
developed a population pharmacokinetic model describing data from a clinical trial in which 
twelve healthy male subjects received an oral dose of 1000mg levofloxacin at six different 
time-points equally distributed over the 24-hour period. Simulations were performed to 
evaluate the effect of time of administration on several pharmacokinetic markers. 

METHODS
Subjects

Healthy male subjects, aged between 18-50 years and with a body mass index (BMI) 
between 18-30 kg/m2, were considered for inclusion. Eligibility was based upon results 
of medical history, physical examination, vital signs and laboratory profiles of blood and 
urine. Exclusion criteria included the use of concomitant medication two weeks prior to first 
drug administration until the end of the study, smoking and consumption of more than 
21 units of alcohol per week or more than 8 units of caffeine per day. Subjects were also 
excluded if they were classified as extreme morning or evening types by the Horne-Ostberg 
morningness/eveningness questionnaire (Horne and Ostberg, 1976), if they were involved 
in transmeridian flights or shift work within a month prior to the start of the study until the 
end of the study or if they were otherwise unable to maintain a normal diurnal rhythm. All 
subjects provided written informed consent prior to the study. The study was approved by 
the Medical Ethics Committee of the Leiden University Medical Center and registered in the 
European Clinical Trials Database (EudraCT Number: 2013-001976-39).

Study design

This single centre, cross-over, open label study was carried out at the Centre of Human 
Drug Research in Leiden, the Netherlands. Subjects were randomly assigned to a treatment 
schedule consisting of six study visits separated by at least one week. A week prior to each 
study visit, subjects had to maintain a stable diurnal rhythm (waking times between 07:00 
and 08:00, sleeping times between 23:00 and 00:00), which was verified by a sleep diary 
and a wrist-worn activity tracker (Daqtometer v2.4, Daqtix GmbH, Ötzen, Germany). Dietary 
restrictions included no caffeine or alcohol from 24 hours prior to drug administration 
and no dairy products or mineral fortified food supplements from 72 hours prior to drug 
administration.

Each study visit, subjects received an oral dose of 1000mg levofloxacin (Aurobindo 
Pharma B.V., Zwijndrecht, the Netherlands) with 200mL water at either 02:00, 06:00, 10:00, 
14:00, 18:00 or 22:00 (Figure 1). Three hours after levofloxacin administration, subjects 
received an intravenous bolus of 5g inulin (250mg/mL; Inutest® from Fresenius Kabi, Zeist, 
the Netherlands). Subjects were fasted from t=-2h until t=6h. Subjects ate a maximum of 
four slices of bread at t=6h and a small snack at t=10h and drank at least 150mL water every 
2 hours in order to keep fluid intake constant throughout the day and night. Between 23:30 
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and 07:30, the lights were dimmed, subjects wore eye masks and sleep disturbance was 
kept to a minimum. Subjects remained in a semi-recumbent position from 30 minutes prior 
to dosing until the end of the study visit (except occasional toilet visits). 

Blood samples (2mL) from an indwelling intravenous catheter and twelve-lead 
electrocardiograms (ECGs) were taken at predetermined time points (Table 1). Levofloxacin 
samples were collected in heparinised tubes, placed on ice and centrifuged at 2000g for 
10 minutes at 4°C. Inulin and thyroid stimulating hormone (TSH) samples were collected 
in non-additive tubes. After coagulation for at least 45 minutes at room temperature, the 
samples were centrifuged at 2000g for 10 minutes at 4°C. All samples were stored at -80°C 
until further analysis. ECG recordings were stored using the MUSE Cardiology Information 
System. Because levofloxacin is known to prolong the QT interval, changes in QT interval 
were closely monitored during the study visits.

Levofloxacin

Acetonitrile protein-precipitation was used to isolate levofloxacin from plasma. 
Levofloxacin-d8 was added as internal standard. Chromatographic separation was performed 
on an XBridge C18 column using gradient elution. An API 4000 tandem mass spectrometer 
equipped with a Turbo Ion Spray probe operated in the multiple reaction monitoring (MRM) 
in positive mode was used for quantification. The lower limit of quantification (LLOQ) of this 
assay was 0.100 μg/mL. The inter-assay accuracy was between 101.1-111.0% and the inter-

Figure 1 Schematic representation of a study occasion with drug administration at 14:00. Asterisks indicate 
the time-points the subjects were instructed to eat a standardized meal. In other occasions, the time of drug 
administration, measurements and meals occurred at a different time point (t=0 at 02:00, 06:00, 10:00, 14:00, 
18:00 or 22:00), while the time the lights were dimmed and subjects wore an eye-mask were similar in all 
occasions (represented by the dark box from 23:30 until 07:30).

Table 1 Sampling times

Analyte Sampling timesa 

Levofloxacin 0, 0.5, 1, 1.5, 2, 2.5, 3, 4, 5, 6, 8, 10, 12h

Inulinb 180, 185, 190, 195, 210, 240, 270 and 300 min

Thyroid stimulating hormone (TSH) 0, 1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11h

ECG recordings 0, 0.5, 1, 1.5, 2, 2.5, 3, 4, 6, 8, 12h
a. t=0 defined as the time of levofloxacin administration

b. Inulin was administered at t=180min

Oral levo�oxacin (1000mg)

GFR measurement

Blood sampling, blood pressure measurements, ECG recordings

t=0 t=3h

14:00 02:0023:30 07:30

t=6ht=-2h

Start 
fasting

t=10h

**
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assay variability was within 5.2%.
For non-compartmental analysis of the observed data, the maximal concentration 

(Cmax) and the time to Cmax (Tmax) were obtained directly from the individual data points. 
The area under the concentration-time curve from 0-12 hours after administration (AUC0-
12) was calculated by the trapezoidal rule. 

Glomerular filtration rate

Inulin concentrations in serum samples were determined by spectrophotometry. The 
determination was based on hydrolysis of inulin to fructose and formation of a purple-violet 
colour by fructose with ß-indolylacetic acid in concentrated hydrochloric acid. The LLOQ 
was 10.0 μg/mL. The inter-assay accuracy was between 103.3-110.2% and the inter-assay 
variability was within 8.0%. Systemic inulin clearance was calculated as the ratio of the dose 
to the baseline-corrected area under the curve from 0 to infinity using non-compartmental 
methods. To determine glomerular filtration rate (GFR), systemic inulin clearance was 
normalized by body surface area, calculated by the du Bois formula (Du Bois and Du Bois, 
1916). Linear mixed effects modelling with the Nlme package in R (version 3.1.2, http://r-
project.org) was used with GFR as the dependent variable, time of inulin administration as a 
fixed (categorical) effect and subject as a random effect. A likelihood ratio test of this model 
against the null model that included no fixed effect parameter was used to determine the 
effect of time of administration on GFR. P<0.05 was considered significant. Coefficients and 
95% confidence limits of the full model were determined using the Effects package in R. 

Thyroid stimulating hormone

Endogenous TSH concentrations in serum were measured by an electrochemiluminescence 
immunoassay (ECLIA, Cobas, Roche Diagnostics GmbH, Mannheim, Germany) according to 
the manufacturer’s protocol. The LLOQ of this assay was 0.3mU/L. The inter-assay variability 
was lower than 0.6% and the intra-assay variability was lower than 1.6%. The relative TSH 
level per hour was calculated as follows:

Relative TSH (%) = TSH(t)i / TSHi * 100%                             Equation 1

where TSH(t)i is the mean concentration of TSH of the ith subject at time t (sampling 
times were rounded to the nearest hour) and TSHi is the mean of all TSH(t)i values of the ith 

subject. The mean and 95% confidence intervals of the relative TSH levels per hour of all 
subjects combined was calculated and plotted against clock time. 

Pharmacokinetic model development 

A population PK model was developed to describe the concentration-time profiles of 
levofloxacin and to investigate the effect of time of administration on these profiles using 
nonlinear mixed effect modelling (NONMEM 7.3 (Beal et al., 2009)) in combination with 
Pirana (v2.8.2), PsN (version 3.7.6), Xpose (v4) and R (v3.1.2) to facilitate evaluation and 
graphical representation of the models (Keizer et al., 2013). Samples below LLOQ and 
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that were taken before Tmax were set to 0; samples that were below LLOQ and that were 
taken after the Tmax were omitted. The first-order method with conditional estimation and 
interaction (FOCEI) and the ADVAN6 subroutine was used throughout model development. 

A stepwise approach was used to develop the population pharmacokinetic model. 
Different structural models (one- and two-compartment models) and the implementation 
of inter-individual variability (IIV) on the structural parameters were investigated. IIV was 
included according to equation 2:

Pi = θ * eηi                                                               Equation 2

where Pi is the pharmacokinetic parameter for the ith individual, θ is the population 
pharmacokinetic parameter and ηi represents the IIV for the ith individual. Different models 
to describe residual error were tested (proportional, additive and combined). Various 
methods were used to characterize the absorption phase: zero-order absorption, sequential 
and parallel first- and zero-order absorption and first-order absorption with a lag-time and 
models with a fixed number of transit compartments or with an estimated number of transit 
compartments (Savic et al., 2007). 

Next, several approaches to describe potential 24-hour variation in the pharmacokinetic 
parameters were assessed. Firstly, the 24-hour period was arbitrarily subdivided in equal 
sampling windows (e.g. for six equal sampling windows: window 1: 0:00-4:00, window 2: 
4:00-8:00, etc.) and this was implemented as a covariate as follows: 

θ = θbase + θwindow                                                        Equation 3

where θ is the population pharmacokinetic parameter, θbase represents the base value of 
the pharmacokinetic parameter (fixed to the value obtained in the model that did not contain 
this covariate) and θwindow represents the additive change in the pharmacokinetic parameter 
during that window. Secondly, IOV was included on the pharmacokinetic parameters as 
described previously (Karlsson and Sheiner, 1993), with each occasion representing a 
different dosing time. Thirdly, 24-hour variation in each of the pharmacokinetic parameters 
was evaluated by describing it as a cosine function with a fixed period of 24 hours as follows: 

θ(t) = θMesor + θAmp * cos(2π * (t - θφ) / 24 )                    Equation 4

where θ(t) is the population pharmacokinetic parameter at time t (in hours after 
midnight), θMesor represents the mesor (rhythm-adjusted mean), θAmp is the amplitude and 
θφ is the phase of the rhythm (corresponding to the time of peak in hours after midnight). 
If necessary, θMesor was reparametrized to ensure the pharmacokinetic parameter remained 
positive during simulations (see below) as follows: 

θMesor = eθtrough + θAmp                                         Equation 5

where θtrough is the value of the parameter at the trough of the cosine. 
Covariate analysis was performed using a forward selection/backward elimination 

procedure. Continuous covariates (weight, height, lean body mass, body mass index, GFR 
and age) that showed a significant correlation (p<0.01, Pearson’s correlation coefficient) 
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with a pharmacokinetic parameter were considered for inclusion in the model. Potential 
covariates were included as follows:

θi = θpop * (COVi / COVm)θCOV                                     Equation 6

where θi is the covariate-adjusted pharmacokinetic parameter for the ith individual, 
θpop the population predicted pharmacokinetic parameter, COVi the individual value of the 
covariate, COVm the median value of the covariate in the population and θCOV represents the 
covariate effect. 

Model selection was based on objective function value (OFV), precision and plausibility 
of the parameter estimates (compared to previously published values of levofloxacin 
pharmacokinetics (Peloquin et al., 2008; Tanigawara et al., 1995; Zhang et al., 2009)), degree 
of shrinkage and graphical evaluation of the fit of the models (Mould and Upton, 2013). The 

Figure 2 Clinical trial flow diagram. Twelve subjects were enrolled and randomly allocated to one of the 
treatment sequences in which drug administration occurred at a different time point in each occasion. Two 
of the twelve subjects withdrew consent after the first study visit. Their data was excluded and they were 
replaced. One subject withdrew consent after three occasions; another subject withdrew consent after four 
occasions. These subjects were not replaced and their data was included in further analysis. Data from one 
occasion had to be excluded due to incomplete levofloxacin (LFX) uptake after vomiting. 

Drop-out 
n=2

Replaced & data excluded
(withdrew consent for 
personal reasons n=2)

Assessed for eligibility
n=36

Excluded 
n=22

(Not eligible / declined 
to participate)Randomised
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(incl. 2 replacements)

1st occasion (n=14)
t=0 at 02:00, 06:00, 10:00, 14:00, 18:00 or 22:00

2nd occasion (n=12)
t=0 at 02:00, 06:00, 10:00, 14:00, 18:00 or 22:00

3rd occasion (n=12)
t=0 at 02:00, 06:00, 10:00, 14:00, 18:00 or 22:00

4th occasion (n=11)
t=0 at 02:00, 06:00, 10:00, 14:00, 18:00 or 22:00

5th occasion (n=10)
t=0 at 02:00, 06:00, 10:00, 14:00, 18:00 or 22:00

6th occasion (n=10)
t=0 at 02:00, 06:00, 10:00, 14:00, 18:00 or 22:00

Drop-out n=1
Data included

(withdrew consent for 
medical reasons 

unrelated to trial n=1)

Drop-out n=1
Data included

(withdrew consent for 
personal reasons n=1)

Analysed 
n=12 

66 occasions analysed, 
1 occasion excluded (incomplete 

LFX uptake due to vomiting)
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likelihood ratio test was used to compare the fit of nested models, under the assumption 
that the difference in -2 times log likelihood is chi-square distributed with degrees of 
freedom (df ) determined by the number of additional parameters. Hence, a model in which 
the OFV decreased at least 6.63 points (p<0.01) upon inclusion of one additional parameter 
was considered to provide a significantly better fit of the data than the parent model. A 
visual predictive check (VPC) based on 1000 simulated individuals and stratified on the time 
of administration was performed to determine how well the observed data is captured by 
the final model.

Simulations

Simulations were performed using the package deSolve (v1.11) in R. To obtain the Cmax, 
Tmax and AUC0-12 of the observed data (see above) to the model predicted data, the 
individual predicted parameter estimates were used to simulate the concentration-time 
profiles of the 12 subjects (sampling every minute from t=0 until t=12h). Concentration 
profiles of a once-daily 1000mg dose administered at different dosing times for seven days 
in 500 subjects were simulated using the fixed and random parameter estimates of the final 
model and the uncertainty around the fixed parameter estimates and the Cmax, Tmax and the 
AUC during the dosing interval at steady state (referred to as Cmax,ss, Tmax,ss and AUCss) were 
computed.

RESULTS
Subjects

A total of 66 occasions from 12 subjects were available for analysis (Figure 2). The 
demographics of the study population are summarized in Table 2. The treatment was 
generally well tolerated, although several adverse events (AEs) were reported, including 
headache (10% of the occasions), nausea (5.8%) and dizziness (5.8%). On several instances, 
the QT interval slightly increased after levofloxacin administration, but no QT-related AEs 
were reported. 

Table 2 Overview of subject demographics

N Mean Range

Age (years) 12 28.0 21.0-48.0

Body mass index (kg/m2) 12 24.0 19.4-29.2

Height (cm) 12 186 179-192

Weight (kg) 12 83.5 66.7-105

Lean body mass (kg) 12 61.1 55.2-69.3

Glomerular filtration rate (mL/min/1.73m2) 64a 114 86.2-174

a. Two GFR values were missing due to problems with the administration of inulin. These values were replaced 
with the median value of GFR values from other occasions of this subject for covariate analysis.
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Physiological parameters

Actigraphy data was collected a week prior to each study visit. Seventy percent of the 
actograms could be generated successfully and indicate that the subjects maintained a 
constant behavioural rhythm as instructed (Figure 3A). Furthermore, thyroid stimulating 
hormone (TSH) levels, a rhythmic marker that was collected hourly during the study visits, 
exhibited clear 24-hour rhythmicity with peak serum levels occurring between 02:00 and 
05:00 at night in the population (Figure 3B) as well as on an individual level (Supplemental 
Figure 1). GFR showed small time of day variation (Figure 3C). Linear mixed effects modelling 
indicated that time of day significantly affected GFR (χ2(5)=11.8, p=0.038). The highest GFR 
was observed when inulin was administered at 09:00 in the morning (estimate [95% CI]: 
118 [108-129] mL/min/1.73m2) and lowest at 01:00 at night (108 [97-119] mL/min/1.73m2), 
amounting to a maximal difference of 9%. 

Figure 3 Rhythms in physiological parameters. (A) Four representative actograms from different subjects 
collected one week before a study visit. Days are double-plotted for clarity. (B) Mean relative change in 
thyroid stimulation hormone (TSH) levels over the course of the 24-hour period in all subjects combined 
(error bars: 95% confidence intervals). Time of sample was rounded to the nearest hour. (C) Boxplots showing 
the distribution of glomerular filtration rate (GFR) at six time-points during the 24-hour period. Upper and 
lower hinges encompass the inter-quartile range (IQR); upper and lower whiskers extend to the highest and 
lowest value within the 1.5*IQR; points represent data beyond the whiskers. 
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Model development

Seven hundred ninety-two post-dose concentrations of levofloxacin were available for 
pharmacometric analysis. Nineteen samples (2.4%) were BLOQ. Mean concentration-time 
profiles are shown in Figure 4. When comparing different structural models, it was found 
that a one-compartment model with first-order absorption and elimination described the 
data well. Adding a second compartment did not improve the fit compared to the one-
compartment model (ΔOFV -0.362). Inter-individual variability (IIV) could be identified 
on the absorption rate constant (Ka), apparent clearance (Cl/F) and central volume of 
distribution (V/F). A proportional error structure was used to describe the residual random 
variability. The absorption phase could be best described by adding a transit compartment 
with the transit rate constant (Ktr) equal to Ka. Covariance between IIV on Cl/F and V/F was 
included in this model. 

Subsequently, it was investigated whether any of the pharmacokinetic parameters 
exhibited 24-hour variation. Firstly, we used six parameters (Eq. 3) to describe the effect 
of the time window during which a sample was taken on the pharmacokinetics of 
levofloxacin. This allowed us to explore the presence and shape of the 24-hour variation in 
the parameters, despite the relatively long half-life of the drug. Applying this approach to 
Cl/F, V/F or Ka resulted in a change in OFV of respectively -3.39 (p>0.01), -14.9 (p>0.01) and 
-52.4 (p<0.01, 5df ). Hence, the fit of the model significantly improved when the effect of 
sampling window is included on Ka. Although the precision of these estimates of θwindow was 
low (RSE: 45-253%), a pattern was revealed that resembles a sinusoidal curve with higher 
Ka values during the early morning and afternoon and lower values during the evening and 
night (Figure 5A). A similar pattern was found when IOV was included on Ka (Figure 5B). 

Because of the sinusoidal profile that was identified in Ka, it was attempted to describe 
this parameter as a cosine function (Eq. 4), with the mesor parametrized using Equation 5 
and IIV included on θtrough. Inclusion of the cosine on Ka reduced OFV by -84.8 points (p<0.01, 
2df ) and has similar goodness of fit (Supplemental Figure 2) compared to the parent model 
(without variation in Ka). Of note, the shape of the cosine on Ka resembles the pattern that 
was found when IOV or the effect of sampling window was included on Ka (Figure 5C). 

Figure 4 Concentration time profiles of levofloxacin in plasma per time points of administration. Raw data is 
presented as mean ± 95% CI. 
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Figure 5 Variation in absorption rate constant (Ka) over the 24-hour period modelled using (A) different 
additive terms depending on the time winding during which the sampling was performed, (B) interoccasion 
variability on the different times of administration and (C) the estimated cosine function with a fixed period 
of 24 hours. Grey area: 95% confidence interval of the individual predicted curves (including interindividual 
variability on θtrough).

Figure 6 Structure and fit of the final model. (A) Final model structure: a one-compartment model with linear 
absorption and clearance (Cl/F), one transit compartment and a cosine function to describe the absorption 
rate constant (Ka). V/F: volume of distribution; Ktr: transit rate constant. (B-C) Observed versus population 
predicted concentrations (B) and individual predicted concentrations (C). Light green lines: line of unity, 
black line: linear regression line. (D-E) Conditional weighted residuals with interaction (CWRESI) versus 
population predicted concentrations (D) and time of day (E). Light green lines: horizontal line through y=0; 
black line: LOESS curve with span=0.6
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Therefore, this one-compartment model with one transit compartment (with Ktr=Ka) in 
which Ka was described as a cosine function with a period of 24 hours (referred to as the 
“cosine Ka model”) was used for further model development (Figure 6A). Covariate analysis 
showed that none of the covariates that were tested (LBM on Cl/F, V/F and the mesor of Ka, 
age on the mesor of Ka and GFR on V/F and Cl/F) significantly improved the fit of the model.

The parameter estimates of the cosine Ka model are shown in Table 3. The population 
and individual predicted concentrations of the cosine Ka model describe the observed 
concentrations accurately (Figure 6B and C) and the conditional weighted residuals 
(CWRESI) are symmetrically distributed around zero, without substantial concentration- 
or time-dependent bias (Figure 6D and E). η and ε shrinkage were below 3%. A visual 

Figure 7 Visual Predictive Check (VPC) stratified by time of administration. Solid line: Median of predicted 
concentrations, grey area enclosed by dashed lines: 90% prediction intervals of the simulated data. Circles: 
observed data. Crosses: data points below lower limit of quantification and before Cmax that were included 
in the data set used for model development. 
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predictive check (VPC) shows that the model describes the observed variability well (Figure 
7). Furthermore, non-compartmental analysis (NCA) of the observed profiles and of the 
model predicted profiles yielded comparable results and largely similar 24-hour fluctuations 
in Cmax and Tmax (Supplemental Table 1). The median Cmax of the observed data tended 
to be slightly higher than the median Cmax of the model predicted profiles. One reason 
for this discrepancy is that the Cmax (and Tmax) of the observed data is inherently sensitive 
to the discrete sampling times employed in a study, while this is less so for a population 
pharmacokinetic approach. Secondly, the population PK model takes into account residual 
error in the data, while analysis of the observed data relies on the data points as they are 
measured. 

Simulations

A once-daily dosing regimen of 1000mg oral levofloxacin for seven days was simulated in 
500 subjects with dosing times at 08:00, 18:00 and 23:00, representing three typically used 
dosing times (around breakfast, dinner or bedtime). These simulations show that Tmax,ss, 
Cmax,ss and AUCss are not significantly affected by dosing time (Table 4). 

DISCUSSION
In this study, we developed a population pharmacokinetic model based on data from a 
clinical trial in which levofloxacin was administered to twelve healthy subjects at six 
different time points throughout the 24-hour period. Levofloxacin pharmacokinetics could 

Table 3 Population parameter estimates of the final PK model. 

Parameter estimate Estimate (RSE %) IIV %CV

Cl/F (L/h) 10.8 (6%) 18.3%

V/F (L) 116 (4%) 14.1%

Ka=Ktr

Trough (h-1) 2.10 (30%) 91.6%

Amplitude (h-1) 1.85 (18%) ND

Acrophase (h after midnight) 7.97 (6%) ND

Residual proportional error (%CV) 29.0% 

Covariance between Cl/F and V/F (%CV) 72.9%

RSE = relative standard error; CV = coefficient of variation; IIV = inter-individual variability; ND = not 
determined.

Table 4 Steady-state values of a dosing regimen of once-daily 1000mg oral levofloxacin at 08:00, 18:00 
and 23:00 simulated in 500 subjects.

Time of drug administration

08:00 18:00 23:00

Cmax,ss (mg/L) 8.93 (6.51-12.1) 8.13 (5.51-11.4) 8.53 (6.09-11.7) 

Tmax,ss (h) 1.00 (0.50-1.50) 2.30 (0.70-6.05) 1.75 (0.70-3.25)

AUCss (h*mg/L) 92.6 (61.4-134) 92.7 (61.3-134) 92.7 (61.4-134)
Median ± 95% confidence intervals. AUC: area under the curve; ss: steady-state
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be described by a one-compartment model with first-order clearance and one transit 
compartment to describe the absorption phase. Ka varied considerably throughout the day 
and night, which could be parametrized by a cosine function with a fixed period of 24 hours, 
a mesor of 3.95h-1, a peak around 8:00 in the morning and a relative amplitude of 47%. This 
study shows how a chronopharmacological study design can be combined with population 
pharmacokinetics to quantitate the impact of time of administration on the concentration 
profiles of a drug. 

The parameter estimates reported in the present study are comparable to those from 
previously published population pharmacokinetic models of oral levofloxacin (Peloquin 
et al., 2008; Tanigawara et al., 1995; Zhang et al., 2009). In these studies, the population 
parameter estimates for Ka range from 1.44 to 5.96h-1. A potential explanation for this wide 
range of values is that the effect of time of administration was overlooked. We extend the 
previous findings by showing that the Ka varies over the 24 hour period with population 
parameter estimates ranging from 2.10h-1 at 20:00 in the evening to 5.80h-1 at 08:00 in the 
morning. 

 Several mechanisms could underlie the observed 24-hour rhythm in Ka. The rate of 
absorption of levofloxacin is mainly determined by gastric emptying as levofloxacin has a 
high solubility and permeability (Chen et al., 2011; Frick et al., 1998; Maezawa et al., 2013). 
Since gastric emptying time of a solid meal in human subjects shows significant 24-hour 
variation, being faster at 8:00 (half-time: 64.8±6.4 min) compared to 20:00 (97.1±11.5min) 
(Goo et al., 1987), the most likely explanation for the finding that the Ka of levofloxacin 
shows a 24-hour rhythm is variation in gastric emptying. However, we cannot exclude that 
variation in intestinal blood flow may also play a role (Dallmann et al., 2014).The involvement 
of other rhythmic processes in the absorption of levofloxacin is likely to be limited. For 
example, the absorption of levofloxacin is minimally affected by intestinal metabolism(Fish 
and Chow, 1997). Additionally, rhythmic activity of the efflux transporter p-glycoprotein in 
the intestine could affect drug absorption (Iwasaki et al., 2015; Okyar et al., 2012). However, 
the evidence that levofloxacin is a substrate for p-glycoprotein is conflicting (Naruhashi et 
al., 2001; Yamaguchi et al., 2000, 2001, 2002). Although it has been shown that the intestinal 
clearance of levofloxacin is reduced in the presence of a p-glycoprotein inhibitor in vivo, 
plasma concentrations of levofloxacin during the absorption phase were not affected 
(Yamaguchi et al., 2002). 

During all study visits, GFR was measured three hours after levofloxacin administration. 
It was found that the effect of time of day on GFR was slight but statistically significant, 
being 9% higher at 09:00 in the morning compared to 01:00 at night. Since levofloxacin 
is mainly eliminated through passive renal elimination (Chien et al., 1997a, 1997b, 1998; 
Lubasch et al., 2000; Sprandel et al., 2004) and is only slightly affected by tubular secretion 
(Chien et al., 1997b; Lubasch et al., 2000; Okazaki et al., 1991; Sprandel et al., 2004), we 
hypothesized that GFR influences levofloxacin clearance and that the 24-hour variation in 
GFR is reflected in this parameter. However, including GFR as a covariate on clearance did 
not significantly improve the fit of the model. Although this observation is in line with some 
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studies (Peloquin et al., 2008; Tanigawara et al., 1995), other studies did find a correlation 
between total body clearance of levofloxacin and GFR, as measured by creatinine clearance 
(Chien et al., 1997b; Chow et al., 2001; Zhang et al., 2009). Possible explanations for this 
discrepancy are that our homogenous study population had a relatively narrow range 
of GFR values or that the minimal differences in GFR observed at different time points of 
administration do not affect the pharmacokinetics of levofloxacin.

Despite the relatively large amplitude of the rhythm in Ka (47%) that has a peak in the 
morning, the simulations we performed show that the AUC and Cmax, two parameters 
related to the bactericidal action of levofloxacin (Drusano et al., 2004; Preston et al., 1998; 
Shams and Evans, 2005), were not significantly influenced by time of administration. 
Therefore, our results suggest that oral levofloxacin can be dosed without taking into account 
the dosing time, at least in terms of parameters related to bacterial eradication. However, 
the rhythm in Ka may be relevant to other drugs that share the same drug disposition 
characteristics as levofloxacin (high solubility, high permeability and little metabolism) 
such as chloroquine (malaria prophylaxis and treatment), doxycycline (antimicrobial) 
and ethambutol (tuberculosis treatment) (Wu and Benet, 2005). Our findings may also 
apply to drugs with high solubility and high permeability but that are more extensively 
metabolized and/or have a shorter half-life. This group of drugs contains many drugs with a 
relative narrow therapeutic index, including CNS-active drugs such as antidepressants, anti-
epileptics, and sedatives as well as antivirals and cardiovascular compounds (Wu and Benet, 
2005). How different absorption profiles translate to differences in (first-pass) metabolism 
for these compounds is unknown, but it is conceivable that an increase in the rate or extent 
of absorption results in higher systemic concentrations. 

This prospective study was specifically designed to detect 24-hour variation in 
pharmacokinetic parameters of levofloxacin. In addition to the use of six time points of 
administration, our subjects adhered to a stable sleep/wake rhythm with bedtimes between 
23:00 and 0:00 and waking times between 07:00 and 08:00 prior to the study visits to ensure 
that the diurnal variation in physiological processes was not affected by an irregular lifestyle. 
Because TSH levels in serum show a robust 24-hour rhythm with a peak during the night 
(Russell et al., 2008; Weeke, 1973), we measured TSH levels hourly during the study visits as 
a positive control for rhythmic processes. The TSH levels in all our subjects show clear 24-
hour variation with the peak at night, indicating that the study design did not interfere with 
this rhythmic process. Furthermore, the effect of food and fluid was minimized by timing 
the meals relative to dosing times and by ensuring a constant water intake throughout 
the day and night. On the one hand, this is a somewhat artificial situation that limits the 
direct translation of our findings to the clinic. On the other hand, this study increases our 
understanding of the 24-hour variation in levofloxacin pharmacokinetics in the absence of 
food effects and can be combined with studies that did investigate these effects (Lee et al., 
1997; Tanigawara et al., 1995). 

Population pharmacokinetic modelling is a powerful method to identify different sources 
of variability in pharmacokinetic parameters, such as interindividual variation and the effect 
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of subject-specific covariates, but it can also be used to explore variation induced by the 
rhythmic nature of physiological processes (Bienert et al., 2011; Bressolle et al., 1999; Chen 
et al., 2013; Lee et al., 2014; Musuamba et al., 2009; Salem et al., 2014). Several population 
pharmacokinetic studies on daily variations in the pharmacokinetics of drugs used the time 
of drug administration as a covariate (Bienert et al., 2011; Chen et al., 2013; Musuamba et 
al., 2009; Salem et al., 2014). This approach may be useful when sample collection takes 
place over a short time-window or when the drug is administered at a few clock times only. 
However, because levofloxacin has a relatively long half-life (6-8 hours) (Fish and Chow, 
1997), we sampled for 12 hours after administration and the different occasions overlap 
considerably on the 24-hour time scale. In this case, the use of time of administration 
as a covariate may obscure the 24-hour variation in parameters such as Cl/F and V/F. We 
circumvented this issue by using the time window during which the samples were taken as 
a covariate. Applying this approach to Ka, we found that the model fit improved significantly 
and that the 24-hour variation of this parameter resembled a sinusoidal pattern that could 
be described instead as a cosine function with a period of 24 hours. The advantage of 
implementing a cosine function is that it better reflects the continuous nature of the 24-
hour variation in physiological processes. Moreover, it enhances the predictive value of the 
model by providing an estimate of the parameter at all time-points of the 24-hour period. 

In conclusion, we show that the Ka of levofloxacin depends on the time of day that can 
be described by a cosine function with a period of 24 hours, a relative amplitude of 47% 
and a peak around 8:00 in the morning, while clearance and volume of distribution are not 
affected by time of day. Our simulations indicate that the 24-hour variation in absorption 
rate constant does not affect variables related to bacterial eradication such as AUC or Cmax. 
Therefore, in terms of pharmacokinetics, levofloxacin can be dosed regardless of the time of 
day. More importantly, these results can be applied to drugs with similar physicochemical 
properties as levofloxacin. For drugs with a narrower therapeutic index, the rhythm in 
absorption rate constant may be clinically relevant. 
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Supplementary Figure 2 Comparison of conditional weighted residuals (CWRESI) versus time after dose of 
the model without a cosine implemented on Ka (A) and of the model with a cosine implemented on Ka (B). 

 
Supplementary Figure 1 Variation in thyroid stimulating hormone (TSH) levels over the course of the 24-
hour period in the twelve subjects. Dots: observed data; lines: cosine fitted through the data per subject by 
cosinor analysis. Different colours represent the 12 different subjects. Data from the six separate occasions 
were combined.
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ABSTRACT
Understanding the factors influencing a drug’s potential to prolong the QTc interval on an 
electrocardiogram is essential for the correct evaluation of its safety profile. To explore the 
effect of dosing time on drug-induced QTc prolongation, a randomized, cross-over, clinical 
trial was conducted in which 12 healthy male subjects received levofloxacin at 02:00, 06:00, 
10:00, 14:00, 18:00 and 22:00. Using a pharmacokinetic-pharmacodynamic modelling 
approach to account for variations in pharmacokinetics, heart rate and daily variation in 
baseline QT, we find that the concentration-QT relationship shows a 24-hour sinusoidal 
rhythm. Simulations show that the extent of levofloxacin-induced QT prolongation depends 
on dosing time, with the largest effect at 14:00 (1.73 [95% prediction interval: 1.56-1.90] ms 
per mg/L) and the smallest effect at 06:00 (-0.04 [-0.19-0.12] ms per mg/L). These results 
suggest that 24-hour variation in the concentration-QT relationship could be a potentially 
confounding factor in the assessment of drug-induced QTc prolongation.  

STUDY HIGHLIGHTS 
What is the current knowledge on the topic?

• The propensity of new drugs to prolong the QTc interval is typically assessed in a 
clinical trial in which drug administration occurs at a fixed time of the day

• Many factors, including time of day, may influence the relationship between the 
concentration of a drug and the extent of QTc prolongation 

What question this study addressed?
• The objective of this study was to investigate the effect of dosing time on the extent 

of levofloxacin-induced QTc prolongation. 
What this study adds to our knowledge?

• The relationship between the levofloxacin concentration and the extent of QTc 
prolongation varies systematically over the course of the day

• Dosing time is a potentially confounding factor in the assessment of drug-induced 
QTc prolongation.  

How this might change drug discovery, development and/or clinical therapeutics? 
• To accurately assess a drug’s effect on the QTc interval, an approach is required that 

takes into account the time of drug administration



-87-
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INTRODUCTION
Over the past decades, several non-cardiac drugs have been withdrawn from the market 
or their use has been restricted due to their propensity to delay ventricular repolarization 
(Roden, 2004). This potentially serious side-effect is manifested as a prolonged heart rate-
corrected QT (QTc) interval on the electrocardiogram (ECG). The most common mechanism 
by which drugs cause QTc prolongation is through blockade of the hERG channel, a potassium 
channel that underlies the rapid component of the delayed rectifier potassium current 
(IKr) in cardiomyocytes(Sanguinetti and Tristani-Firouzi, 2006). Reduced IKr delays cardiac 
repolarization and, often in combination with other predisposing factors such as genetic 
polymorphisms or hypokalemia, may lead to the occurrence of early afterdepolarizations 
and Torsades de Pointes (Kannankeril et al., 2010). 

Much effort has been put into the identification of the different sources of variability 
that affect the extent of drug-induced QTc prolongation, including gender, age, ethnicity, 
co-morbidity and co-medication (Malik and Camm, 2001). Moreover, it is well known that 
the baseline QTc interval shows 24-hour variation (Bonnemeier et al., 2003; Browne et al., 
1983a). Based on the 24-hour variations in various physiological processes, such as serum 
potassium levels (Schmidt et al., 2015) and cardiac ion channel expression (Jeyaraj et al., 
2012; Schroder et al., 2013, 2015; Yamashita et al., 2003), it has also been suggested that 
the magnitude of the effect of a drug on the QTc interval may depend on the time of 
day (Dallmann et al., 2014; Watanabe et al., 2012). However, this hypothesis has not been 
investigated directly. In fact, current approaches to evaluate drug-induced QT prolongation 
during drug development include one time-point of drug administration and exclude 
night-time recordings (Malik et al., 2008), thereby relying on the implicit assumption that 
delayed ventricular repolarization does not depend on dosing time. 

To test this assumption, we investigated whether the sensitivity to drug-induced QTc 
prolongation varies during the 24-hour period, using levofloxacin as a model compound. 
Levofloxacin is a fluoroquinolone antibiotic that blocks hERG channels (Alexandrou et al., 
2006; Kang et al., 2001). Causing a slight but significant prolongation of the QTc interval 
l(Noel et al., 2003; Sugiyama et al., 2012; Taubel et al., 2010), it was shown previously that 
levofloxacin can be used as a positive comparator in thorough-QT (TQT) studies (Taubel 
et al., 2010). In this study, we used pharmacokinetic-pharmacodynamic modelling to 
characterize the relationship between levofloxacin concentration and the extent of QTc 
prolongation after oral administration to twelve healthy male subjects at six different time-
points during the day and night.

METHODS
Study design

Data used for model development were obtained from a clinical trial that was described 
previously (Kervezee et al., 2016). Briefly, 67 occasions were completed by twelve healthy 
subjects (10 subjects completed 6 occasions, 1 subject completed 3 occasions, 1 subject 
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completed 4 occasions). In each occasion, the subjects received an oral dose of 1000mg 
levofloxacin (Aurobindo Pharma B.V., Zwijndrecht, the Netherlands) at a different time of day 
(t=0 at 02:00, 06:00, 10:00, 14:00, 18:00 and 22:00). The occasions were separated by at least 
one week and each subject was randomly allocated to a sequence of dosing times. Subjects 
fasted from t=-2h until t=6h. At t=6h and t=10h, subjects were allowed to eat a maximum 
of four slices of bread and a small snack, respectively. Twelve-lead ECGs were recorded at 
t=0, 0.5, 1, 1.5, 2, 2.5, 3, 4, 6, 8, 12h after dosing using a Marquette MAC 5500 (GE Healthcare, 
Milwaukee, Wisconsin, USA) and stored using the MUSE Cardiology Information System 
(GE Healthcare). The ECG parameters (RR and QT intervals) were calculated automatically 
and each ECG recording was manually reviewed by a physician. Blood samples to measure 
levofloxacin and potassium concentrations were drawn via an indwelling intravenous 
catheter immediately after each ECG recording and at t=5 and 10h. The concentration of 
levofloxacin in these samples was analyzed by an LCMS method (Kervezee et al., 2016). 
The study was approved by the Medical Ethics Committee of the Leiden University Medical 
Centre and registered in the European Clinical Trials Database (EudraCT Number: 2013-
001976-39). All subjects gave written informed consent prior to the study.

Data exploration

For data exploration, drug concentrations and the change from the pre-dose QT interval, 
corrected for heart rate by the Fridericia formula (∆QTcF), was stratified by time of drug 
administration and plotted over time as mean and 95% confidence intervals. The relationship 
between observed levofloxacin concentrations in plasma and ∆QTcF was also stratified by 
dosing time. Linear mixed effects modelling to assess this relationship was performed with 
the nlme package (v3.1.118) in R (v3.1 . 2 R Development Core Team, 2008), using ΔQTcF as 
the dependent variable, drug concentration and dosing time as fixed effects (including 
interaction) and subject as random effect.

Pharmacodynamic modeling

Population modelling was performed using NONMEM (v7.3 Icon plc, Dublin, Ireland(Beal 
et al., 2009)). R, Pirana (v2.8.2), PsN (v3.7.6) and Xpose (v4) were used for evaluation 
and graphical representation of the models (Keizer et al., 2013). First-order conditional 
estimation with interaction (FOCEI) was used throughout the analysis and interindividual 
variability (IIV) and interoccasion variability (IOV) in model parameters were assumed to 
be log-normally distributed. Additive and proportional error structures were considered to 
describe the residual error. A sequential modelling approach was used: firstly, a baseline 
model was developed based on the pre-dose QT data; secondly, the concentration-effect 
relationship was modelled using pre- and post-dose QT data. 

Baseline model

To describe the relationship between the QT and RR interval as well as potential 24-hour 
variation in the QT interval in the absence of levofloxacin, a baseline model was developed 
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as described previously (Chain et al., 2011) using Equation 1. 

QTbaseline(t) = QT0 * RRα + ΣN
(n=1)[An * cos(2π * n * (t-φn) / 24)             Equation 1

where QT0 represents the intercept of the QT-RR relationship in ms, RR is the observed 
RR interval in s, α is the correction factor for RR, N is the total number of harmonics included 
in the model, An is the amplitude of the 24-hour variation of the nth harmonic in ms, φn is 
the acrophase (time of peak) of the nth harmonic in hours after midnight and t is the time of 
the observation in hours after midnight. The number of harmonic terms was determined by 
the criteria for statistical significance explained below. Because sleep may affect the QT-RR 
relationship(Browne et al., 1983b; Extramiana et al., 1999), the use of a separate value of α 
during sleep (between 23:30 and 07:30) was investigated. A linear mixed effects model (as 
described above) was used to investigate whether the α estimated by the final baseline 
model adequately removed the dependency of the QTc interval on RR, using QTc as the 
dependent variable, RR as fixed effect and interaction between dosing time and RR, and 
subject as random effect.

Drug effect model

The concentration-dependency of QTc (PD) and temporal relationship between PK 
and PD effects (PK-PD) was modeled using the pre- and post-dose ECG recordings. 
Individual pharmacokinetic parameters were fixed to their estimates from a previously 
reported population pharmacokinetic model (Kervezee et al., 2016) and used to predict 
individual concentration-time profiles for PK-PD modeling. Briefly, the PK model was a one 
compartment model with one transit compartment to describe the absorption phase. The 
transit rate constant (Ktr) was equalized to the absorption rate constant (Ka), which both 
showed 24-hour variation that was modeled as a cosine function with a fixed period of 24 
hours.

Throughout development of the drug-effect model, the fixed-effect estimates of QT0, α, 
A and φ were fixed to the values obtained in the baseline model, while the concentration-
effect parameters as well as IIV and IOV were estimated. Initially, a linear model was 
appended to the baseline model shown in Equation 1 to describe the concentration-effect 
relationship as follows:

QT(t) = QTbaseline(t) + Slope * C                            Equation 2

where QTbaseline(t) is the model described in equation 1, Slope is a linear term to describe 
the concentration-QT relationship (in ms per mg/L) and C is the levofloxacin concentration 
in plasma (in mg/L). Because it has been reported that a 1000mg oral dose of levofloxacin 
may transiently increase heart rate (Noel et al., 2004; Taubel et al., 2010), which could affect 
the relationship between the QT and RR interval, inclusion of a separate α for off- and on-
drug data was considered as recommended previously (Garnett et al., 2012). 

A sequential modeling strategy was applied to investigate whether the effect of 
levofloxacin on the QT interval is influenced by time of day. Firstly, IOV was included on 



-90-

CHAPTER 5

the slope parameter, with the different dosing times representing the different occasions. 
Secondly, it was investigated whether any bias in the distribution of the occasion-specific 
random effects could be reduced by estimating separate values for slope for each of the 24 
hours or by describing slope as a cosine function with one or more harmonic terms and a 
principal period of 24 hours (Equation 3). 

Slope = Slope_Mesor + Σ(n=1)
N [ Slope_An * cos( 2π * n * (t-Slope_φn)/24)]       Equation 3

The use of these approaches was possible because the data were collected evenly 
across the 24-hour period with an average of 30 ECG recordings per hour (range: 24-36 
observations). 

Potassium levels in plasma were considered as a covariate on QT0 or Slope as follows:

Pi.j.t = θP + θPOT * (Potassiumi , j,t – PotassiumMedian)              Equation 4

With parameter Pi , j,t as a function of θP (typical parameter value), θPOT (linear change in 
P per unit of potassium) and the difference between the potassium concentration in the 
ith individual on the jth occasion at sampling time t and the median concentration of 
potassium in the population (4 mmol/L).

Model evaluation

Model selection was based on objective function value (OFV), plausibility and precision of 
the parameter estimates, and goodness-of-fit plots. The fit of nested models was compared 
using the likelihood ratio test with the significance level set at p=0.01, corresponding to a 
drop in OFV of at least 6.63 points upon inclusion of one additional parameter, assuming 
that the difference in OFV is χ2 distributed. The fit of non-nested models was compared 
using the Akaike information criterion (AIC) (Mould and Upton, 2013). 

Because the baseline parameters were fixed to the values obtained with a limited pre-
dose data set during development of the drug-effect model, we determined whether 
misspecification of the baseline model affects the estimated concentration-QT relationship 
in the final model by fixing the 24-hour variation in the baseline  QTc  to values reported 
literature (Chain et al., 2011; Dubois et al., 2016; Green et al., 2014; Smetana et al., 2002, 
2003). Additionally, the bias and precision of the parameter estimates of the final model, 
with all (baseline and drug-effect) parameters estimated, were evaluated using a bootstrap 
analysis with 500 resampled datasets. The parameter estimates returned by the bootstrap 
were summarized as medians and 95% prediction intervals of the parameters. 

Clinical trial simulation

The fixed and random parameter estimates of the PK-PD model were used to simulate 
clinical trials in which concentration and QTc profiles were obtained in 24 subjects receiving 
a placebo, therapeutic dose (500 mg) and supratherapeutic dose (1500mg) in a crossover 
design. Five hundred clinical trials with PK and PD sampling at t=0, 0.5, 1, 1.5, 2, 2.5, 3, 3.5, 
4, 8, 12, 16, 20, 24h post-dose and additional PD sampling at t=-2 and -1h were simulated 
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per dosing time (02:00, 06:00, 10:00, 14:00, 18:00 and 22:00) and were re-estimated with 
two alternative PK-PD models: (1) a model that did not include a concentration-effect 
relationship and (2) a model that did include a linear concentration-effect relationship. 
The pharmacokinetic component of the alternative models were simplified versions of 
the final pharmacokinetic model (no covariance between CL and V, no cosine and IIV on 
Ka, no transit compartment) to accommodate the simpler study design. A significant drug 
effect was observed if the OFV returned by alternative model 2 was more than 3.84 points 
(significance level α=0.05) lower than the OFV in alternative model 1. These simulations and 
re-estimations were performed using the stochastic simulation and estimation (SSE) tool in 
PsN. The output was used to compute 1) the slope of the drug effect; 2) the percentage of 
studies in which a significant drug effect was observed and 3) the percentage of studies in 
which the upper limit of the two sided 90% confidence interval of the ΔQTc at the population 
predicted Cmax exceeded 10ms in alternative model 2. 

RESULTS
Data exploration

The concentration-time profiles of levofloxacin in plasma and the change from pre-dose 
QT interval corrected for heart rate by the Fridericia formula (ΔQTcF) after administration 
of a 1000mg oral dose at six different time-points are shown in Figure 1A and B. There was 
a significant interaction between the effect of levofloxacin concentration and the effect of 
dosing time (p=0.0319; linear mixed effects model), indicating that dosing time influences 
the relationship between levofloxacin concentration and ΔQTcF (Figure 1C). 
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Figure 1 Concentration time profiles of levofloxacin in plasma (a) and the change from pre-dose QT interval 
corrected for heart rate by the Fridericia formula (ΔQTcF) over time (b) after dosing at six different clock 
times. Data are presented as mean ± 95% confidence intervals. Concentration time profiles were published 
previously(Kervezee et al., 2016). (c) The relationship between levofloxacin concentration and ΔQTcF after 
dosing at six different clock times. Dots in c represent observed data points; lines and numbers show the 
estimated regression coefficients from a linear mixed effect model.
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Baseline QT model

To correct for potential 24-hour variation in the baseline QT interval and for study-specific 
dependency of the QT interval on heart rate, a baseline model was developed. The parameter 
estimates of this model are shown in Supplemental Table 1. A proportional error structure 
was used to describe the residual error. Interindividual and interoccasion variability were 
included on the intercept of the QT-RR relationship (QT0). A one harmonic cosine function 
with a period of 24 hours best described the variation in the baseline QT interval over 
the course of the day (ΔOFV -15; p<0.01; 2df ). Inclusion of an additional harmonic with 
a period of 12 hours did not further improve the fit of the model (ΔOFV -3.1; p>0.05; 
2df vs model with 24-h cosine). Accounting for this 24-hour variation in the baseline QT 
interval decreased the interoccasion variability on QT0 from 3% to 2.3% and removed a bias 
observed in the conditional weighted residuals (CWRESI) over time of day (Supplemental 
Figure 1). Estimation of a separate value of α during sleep did not significantly improve 
the fit of the model (ΔOFV -6.2, p>0.01, 1df ). This baseline model adequately removed the 
dependency of the QTc interval on the RR, as evidenced by the non-significant effect of 
RR on QTc (p=0.49; linear mixed effects model), and described the 24-hour variation in the 
QTc intervals of the baseline data (Figure 2).There was no indication that the relationship 
between the QT and RR interval depends on time of day (Supplemental Figure 2).  

Drug effect model

The development process of the drug-effect model and corresponding changes in OFV 
are shown in Table 1. A linear function best described the relationship between drug 
concentration and the QT interval, but a bias was observed in CWRESI versus the time 
of day (Figure 3A). Additionally, the distribution of the interoccasion variability on the 
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Figure 2 (a) The relationship between the RR interval and the QTc interval in pre-dose ECG recordings after 
correction for heart-rate with the coefficient estimated by the baseline model (α=0.216). The line shows the 
regression coefficient estimated by a linear mixed effect model (b) Variation in pre-dose QTc interval over the 
time of day. The line shows the shape of the cosine function estimated by the baseline model. The dots in (a 
and b) show observed data. 
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concentration-QT relationship depended on the time of drug administration (Figure 3B). 
These biases could be corrected by estimating a separate value for the concentration-
QT relationship for each of the 24 hours (Figure 3C and D). Alternatively, describing the 
concentration-QT relationship by a cosine function with two harmonic terms with periods 
of 24 and 12 hours significantly improved the fit of the model and also corrected the bias 
in CWRESI over time of day and interoccasion variability (Figure 3E and F). Interoccasion 
variability was reduced to 0.3% and no longer affected the fit of the model. 

Inclusion of potassium as a covariate on QT0 significantly improved the model fit (see 
Table 1). It was found that for a 1mmol/L increase in potassium levels, QT0 decreased by 
5.7ms. However, the uncertainty in the parameter estimate was large (65%), while other 
parameter estimates were minimally affected. Potassium levels varied over the 24-hour 
period within a narrow physiological range (Supplemental Figure 3), so the observed effect 
of potassium on the QT interval is of limited clinical relevance in this study. Therefore, this 
parameter was not further included in the model.

Model evaluation

The values of the concentration-QT relationship from the model in which this relationship 
was estimated independently for each of the 24 hours had a low level of precision, but 
followed a sinusoidal-like pattern over time, with higher values in the afternoon and lower 
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Figure 3 Distribution of the conditional weighted residuals with interaction (CWRESI) and of interoccasion 
variability (IOV) on slope versus time of day in a model in which the linear concentration-effect relationship is 
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line in panels a, c and e: non-parametric regression line (loess curve with span 0.6).
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Figure 4 24-hour variation in slope. Dots: median ± 95 prediction intervals derived from 500 bootstrap 
runs of the model in which a separate value for slope was estimated for each of the 24 hours. Solid black 
line: estimated cosine function from the model with fixed baseline parameters, with the light grey area 
representing the 95% prediction interval derived from 500 bootstrap runs.

Table 1 Changes in objective function values during model development. Models shown in bold were 
selected for subsequent modelling steps. 

Model no.a Reference model Description d.f.b OFV ΔOFV

01 Baseline model with linear C-QT 3910

02 01 C-QT as Emax function 1 3904 -6

03 01 Separate α for on-drug measurements 1 3909 -1

04 01 IIV on C-QT 1 3903 -7

05 01 IOV on C-QT 1 3898 -12

06 05 IIV and IOV on C-QT 2 3898 0

07 05 Estimation of C-QT per hour 24 3754 -144

08 05 C-QT as cosine with 24-hour period 3 3860 -38

09 08 C-QT with additional 12-hour cosine 5 3786 -74

10 09 No IOV on C-QT 4 3786 0

11 10 Potassium as covariate on QT0 5 3773 -13

12 10 Potassium as covariate on C-QT 5 3779 -6

13 11 Potassium as covariate on QT0 and C-QT 6 3773 0

Final model 10 All parameters estimated - 3783 -

OFV: objective function value; ΔOFV: change in OFV compared to reference model; d.f.: degrees of freedom; 
IOV: inter-occasion variability; IIV: inter-individual variability; C-QT: concentration-QT relationship

a. QT0, α, φbaseline and amplitudebaseline were fixed to the values of the baseline model; pre- and post-dose data 
included 

b. Compared to Model01
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values in the early morning (Figure 4, dots). This pattern was closely matched by the model in 
which the concentration-QT relationship was described by a  two harmonic cosine function 
(Figure 4, line). The cosine model was selected over the model with 24 separate estimates 
because of a lower AIC (ΔAIC = -6), indicating a better trade-off between model complexity 
(number of model parameters) and fit of the data. Additionally, providing a continuous 
description of the variation in the concentration-QT relationship over the 24-hour period, 
the cosine model has more predictive value than the other model.

Of note, comparable parameter estimates and a similar shape of the cosine function 
were obtained when QT0, α, A and φ were estimated with the full (on- and off- drug) data 
set instead of fixed to the values of the baseline model (Table 2 and Supplemental Figure 
4). Additionally, we found that, regardless of the baseline model used, the shape of the 
estimated 24-hour variation in the concentration-QT relationship was characterized by a 
peak in the late afternoon and a trough in the early morning (Supplemental Figure 4). 

Table 2 Parameter estimates of the final QT model with fixed baseline parameters and estimated baseline 
parameters.

Parameter 
Value (RSE) 

(fixed baseline 
parameters)

Value (RSE)b

(estimated baseline 
parameters)

Bootstrap median 
(95% CI)

OFV 3786 3783

QT0 (ms) 407a 409 (1%) 409 (399-419)

α 0.216a 0.211 (6%) 0.210 (0.190-0.243)

A (ms) 7.8a 6.27 (24%) 6.28 (3.54-9.28)

φ (h from midnight) 3.84a 4.11 (11%) 4.05 (3.16-4.93)

Slope

Mesor (ms per mg/L) 0.73 (19%) 0.73 (18%) 0.73 (0.49-1.04)

A1 (ms per mg/L) 0.977 (10%) 0.763 (25%) 0.772 (0.409-1.12)

φ1 (h from midnight) 16.7 (1%) 17.3 (3%) 17.3 (16.3-19.0)

A2 (ms per mg/L) 0.274 (21%) 0.269 (22%) 0.285 (0.159-0.395)

φ2 (h from midnight) 15.8 (3%) 15.8 (4%) 15.8 (14.7-16.9)

IIV QT0 (CV%) 4.3% (23%) 4.3% (22%) 4.1% (2.3-5.9)

IOV QT0 (CV%) 1.4% (10%) 1.4% (10%) 1.3% (1.1-1.6)

Proportional residual error (CV%) 1.8% (5.8%) 1.8% (6%) 1.8% (1.6-2.0)

a. Values fixed to parameter estimates from the baseline QT model

b. All parameters were estimated simultaneously using the full pre- and post-dose dataset

OFV: Objective Function Value; QT0: intercept of QT-RR relationship; α correction term for RR interval, A: 
amplitude of the 24-hour variation in QT; φ: acrophase (time of peak) of the 24-hour variation in QT; Slope: 
C-QT relationship; Slope_Mesor: rhythm-adjusted mean of the slope; Slope_A1 and Slope_A2: amplitude of 
the first and second harmonic of slope, respectively; Slope_ φ1 and Slope_ φ2: phase of the first and second 
harmonic of slope, respectively, IIV: interindividual variability; IOV interoccasion variability; RSE: relative 
standard error.
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The parameter estimates of the final model, in which the baseline and concentration-
effect parameters were simultaneously estimated, showed good precision (RSE values 
between 1 and 25%; Table 2) and the population and individual predicted data were in 
agreement with the observed data (Supplemental Figure 5). The parameter estimates 
returned by bootstrap analysis were similar to the parameter estimates of the final model, 
indicating the robustness of the model (Table 2).

Clinical trial simulations

Our findings suggest that the concentration-QT relationship changes over time during a 
study occasion, while in a typical clinical trial this relationship is characterized by a single, 
linear, slope estimate. The predicted effect of dosing time on levofloxacin-induced QT 
prolongation is illustrated by clinical trial simulations (Table 3). We found that dosing 
time affects the linear concentration-QT relationship, the proportion of trials in which a 
significant drug effect was detected, and the proportion of trials in which the upper two-
sided 90% confidence bound of ΔQTc at Cmax exceeded 10ms.

DISCUSSION 
In this study, we explored the implicit assumption that drug-induced QTc prolongation 
is not influenced by dosing time. Our results show that the relationship between the 
concentration of levofloxacin and the extent of QTc prolongation systematically varies over 
the course of the day. Using the developed PK-PD model to simulate clinical trials in which 
a therapeutic and a supratherapeutic dose of levofloxacin are administered, we show that 
dosing time would consequently influence the probability that a significant drug effect is 
detected. Likewise, the probability that the upper 90% confidence limit of the ΔQTc exceeds 
10ms would depend on dosing time. Hence, if the developed model from this study on 
levofloxacin also applies to other drugs, dosing time influences the probability to detect 
drug-induced QT prolongation.

Table 3 Results of clinical trial simulations in which oral doses of 0, 500 and 1500mg levofloxacin were 
administered to 24 subjects in a crossover design. 500 clinical trials were simulated per dosing time.

Dosing time
Slope (ms per mg/L) 
(median [95% PI])

Trials with significant 
drug effect (%) 

[95% CI]a

Trials with upper limit 
90% CI of ΔQTc > 10ms

(%) [95% CI]

02:00 0.27 [0.11-0.44] 85 [82-88] 0 [0-0.8]

06:00 -0.04 [-0.19-0.12] 5.2 [3.6-7.5] 0 [0-0.8]

10:00 0.71 [0.55-0.88] 100 [99-100] 44 [40-49]

14:00 1.73 [1.56-1.90] 100 [99-100] 100 [99-100]

18:00 1.08 [0.88-1.29] 99 [98-100] 96 [94-97]

22:00 0.50 [0.33-0.69] 99 [98-100] 0 [0-0.8]
CI: Wilson confidence interval; PI: prediction interval; ΔQTc: change from the baseline QT interval corrected 
for heart rate
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Our pharmacokinetic-pharmacodynamic model predicts that the largest drug effect 
occurs at 16:15, when the QTc interval increases by 1.7 ms per mg/L of levofloxacin, while the 
drug effect is virtually absent at 7:00. In a typical clinical trial, a linear slope is calculated to 
determine the concentration-QT relationship. Our model suggests that this slope estimate 
depends on the range of slope estimates that is present over time across the study period, 
but is most heavily influenced by the slope around the C¬max. For a clinical trial starting in 
the morning at 6:00 or 10:00, our simulations predict that the estimated concentration-QT 
relationship is -0.04 ms per mg/L and 0.71 ms per mg/L, respectively. This range of drug 
effects encompasses the value of 0.36 ms per mg/L that was found in a previous study 
that investigated the relationship between levofloxacin concentration and QTc interval in 
healthy subjects that was presumably started in the morning (Taubel et al., 2010). 

 Variation in pharmacodynamics can only be correctly analyzed if the variation in 
pharmacokinetics is properly accounted for. The concentration-time profiles of levofloxacin 
used in this study were derived from a pharmacokinetic model in which 24-hour variation 
in the pharmacokinetic parameters was implemented (Kervezee et al., 2016). Because this 
pharmacokinetic model was built using the same dataset as the current study, we used 
the individual post-hoc parameter estimates from this model as input for our PK-PD model. 
Therefore, the variation in the relationship between levofloxacin concentration and the QT 
interval can be attributed to variation in the sensitivity to levofloxacin, rather than to an 
artifact introduced by incorrect description of its pharmacokinetics.

Various physiological mechanisms may underlie the 24-hour variation in the extent of 
levofloxacin-induced QTc prolongation. We investigated whether variation in potassium 
levels may provide an explanation for our findings. Potassium levels showed 24-hour 
variation with higher levels during the day and lowest levels during the night, which is 
in line with previously published potassium profiles (Moore Ede et al., 1975; Schmidt et 
al., 2015; Sennels et al., 2012). However, we found that the variation in potassium cannot 
account for the 24-hour variation in the concentration-QT parameter. Another explanation 
may be 24-hour variation in the expression of ion channels in cardiomyocytes, which has 
been reported in experimental animal models (Jeyaraj et al., 2012; Schroder et al., 2013, 
2015; Yamashita et al., 2003). It remains to be elucidated if rhythmic expression of cardiac 
ion channels affects the QT-prolonging potential of a drug and to what extent this applies 
to humans. 

By showing that the sensitivity to the QTc prolonging effects of a drug varies systematically 
over the day and night, our study calls into question the implicit - but untested - assumption 
that the relationship between a drug and the QTc interval is independent of the time of day. 
This assumption is the basis of most clinical research on drug-induced QTc prolongation. 
For example, the current ICH E14 guidelines require the conduct of a thorough QT (TQT) 
study for every new drug under development (ICH, 2005). In a TQT study, dosing typically 
occurs at the same clock time in every occasion in order to perform time-matched baseline 
subtraction. This approach assumes a constant concentration-effect relationship over time, 
while our findings indicate that this relationship varies considerably over the course of the 
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24-hour period. Using clinical trial simulations, we show that the extent of drug induced 
QT prolongation may thus depend on the time of day that it is investigated. This finding is 
relevant in the current debate on the utility of the TQT study, in which it has been proposed 
that data from early phase clinical trials, combined with integrated PK-PD analysis, is a more 
informative approach to evaluate the QT prolonging potential of new drugs (Chain et al., 
2011; Darpo et al., 2015; France and Della Pasqua, 2015; Rohatagi et al., 2009). By showing 
that potentially clinically relevant effects on the QT interval cannot be detected within the 
strict design of a TQT study, which is commonly limited to dosing in the morning, our study 
offers a strong argument in favor of assessing these effects by a more sophisticated design 
in which the dosing time is taken into account.

 As this study was exploratory in nature, several limitations need to be considered. 
Firstly, the study population was relatively small and homogenous, consisting of healthy 
males between the age of 21 and 48 years, and factors such as food intake and sleep/
wake rhythms were strictly standardized (Kervezee et al., 2016). Hence, to what extent our 
findings can be extrapolated to other populations and to real-life conditions remains to be 
investigated (Chain et al., 2013). Secondly, the use of continuous ECG recordings or triplicate 
recordings may have resulted in a richer dataset. Nevertheless, the high precision of the 
parameter estimates and the results of the bootstrap analysis suggest that the parameters 
could be precisely estimated with our dataset. Lastly, we did not include a placebo arm 
in our study, because the aim of the study was to investigate the effect of time of day on 
drug-induced QTc prolongation, and, as such, the subjects served as their own controls. 
Notwithstanding, we obtained sufficient pre-dose data in order to build a baseline model 
with precise parameter estimates that are comparable to previously published baseline 
models (Chain et al., 2011). Additionally, applying previously published baseline models 
to our data set results in a similar shape of the 24-hour variation in the concentration-QT 
relationship, further reducing the likelihood that our baseline model is misspecified.

An important question is to what extent our results are applicable to other drugs with 
QTc-prolonging potential. As the mechanism by which levofloxacin prolongs the QTc 
interval, namely blockade of the hERG channel is shared by most other QTc-prolonging 
drugs (Kannankeril et al., 2010), it is unlikely that the observed time-of-day dependency is 
a drug-specific property. Nevertheless, future research is warranted to extend our findings 
to other drugs that prolong the QTc interval. In this light, it will be useful to retrospectively 
and prospectively assess the effect of dosing time on the extent of drug-induced QTc 
prolongation in clinical studies with multiple daily dosing.  

In conclusion, the tacit assumption that a drug’s effect on the QTc interval is constant 
over the course of the day should not be taken for granted, as we show that the probability 
of detecting a significant drug effect depends on the time that a clinical trial is carried out, 
at least within the constraints of our study design. Future research into the relevance of our 
findings for other types of drugs as well as for other (patient) populations is crucial from 
both a regulatory as well as clinical perspective. 
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Supplementary Figure 1 Conditional weighted residuals with interaction (CWRESI) of baseline model 
without (left) and with (right) correction for 24-hour rhythm in the QT interval.
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Supplementary Figure 2 The relationship between the RR interval and the QTc interval in the baseline 
recordings split by time of day. The QT interval was corrected by the study-specific α obtained from the 
baseline model (α=0.216). A linear mixed effect  with QTc as the dependent variable, RR as the fixed effect, 
dosing time as a categorical variable, interaction between RR and dosing time and subject as a random effect 
shows that the interaction between RR and dosing time (p=0.1617) and the effect of RR on QTc (p=0.5706) are 
not significant. Solid lines: predicted slopes of the model. Shaded areas: 95% prediction intervals.



-103-

TIME OF DAY AFFECTS DRUG-INDUCED QTC PROLONGATION

3.7

3.8

3.9

4.0

4.1

4.2

0 4 8 12 16 20 0
Time of day (h)

Po
ta

ss
iu

m
 (m

m
ol

/L
)

Supplementary Figure 3 Mean concentrations of potassium in plasma. Sampling times were rounded to the 
nearest hour. Error bars represent 95% confidence intervals.
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Supplementary Figure 4 (a) 24-hour variation in baseline QT interval estimated with the full (on- and off-
drug) data set (dark red line), with the pre-dose (off-drug) data set only (light red line) and reported in various 
publications (blue, green and orange lines). (b) Estimated 24-hour variation in concentration-QT relationship 
using the baseline models shown in panel a. 



-104-

CHAPTER 5 - SUPPLEMENTARY MATERIAL

 Population Predicted QT (ms)

 O
bs

er
ve

d 
Q

T 
(m

s)

350

400

450

500

350 400 450 500
 Individual Predicted QT (ms)

 O
bs

er
ve

d 
Q

T 
(m

s)

350

400

450

500

350 400 450 500

Supplementary Figure 5 Goodness of fit plots of the final model. Observed versus population (left) and 
individual (right) predicted QT intervals.

Supplemental Table 1 Parameter estimates of the baseline QT model

Parameter Estimate (RSE)

QT0 (ms) 407 (1.1%)

α 0 . 216 (18%)

A (ms) 7.8 (28%)

φ (h from midnight) 3.84 (22%)

IIV QT0 (%) 3 . 5% (16%) 

IOV QT0 (%) 2 . 3% (13%) 

Proportional residual error (%) 1 . 2% (45.2%) 

QT0: intercept of QT-RR relationship; α correction term for RR interval, A: amplitude of the 24-hour variation in 
QT; φ: acrophase (time of peak) of the 24-hour variation in QT; IIV: interindividual variability; IOV: interoccasion 
variability; RSE: relative standard error.
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$PROBLEM 
$DATA 4_NONMEMDataFiles/CHDR1227_NMdataset_QT_LFX_v11.0.csv IGNORE=I;

$INPUT ID OCC TALD DV HR AMT MDV CMT EVID ADMINTIME TIME TSHPEAK TSHPEAK2 RR QTCF QTCR BMI 
HGT WGT LBM AGE CLI VI MESORI AMPI PHASEI OBSCONC TINTERVAL

$SUB ADVAN6 TOL=5
$MODEL
COMP(DEPOT)
COMP(CENTRAL)
COMP(TRANSIT)

$PK 
;Interocc var
OC1=0
IF(ADMINTIME.EQ.2)OC1=1
OC2=0
IF(ADMINTIME.EQ.6)OC2=1
OC3=0
IF(ADMINTIME.EQ.10)OC3=1
OC4=0
IF(ADMINTIME.EQ.14)OC4=1
OC5=0
IF(ADMINTIME.EQ.18)OC5=1
OC6=0
IF(ADMINTIME.EQ.22)OC6=1

BOV = ETA(10)*OC1+ETA(11)*OC2+ETA(12)*OC3+ETA(13)*OC4+ETA(14)*OC5+ETA(15)*OC6

; Baseline model
TVBSL = THETA(1)
BSL = TVBSL*EXP(ETA(1)+BOV)
ALPH = THETA(2)*EXP(ETA(2))
AMP24 = THETA(3)*EXP(ETA(3))
PHASE24 = THETA(4)*EXP(ETA(4))
CIRC = AMP24*COS(6.283185*(TIME-PHASE24)/24)

; Drug effect model
SLPMESOR = THETA(5)*EXP(ETA(5))
SLPAMP = THETA(6)*EXP(ETA(6))
SLPPHASE = THETA(7)*EXP(ETA(7))

SLPAMP12 = THETA(8)*EXP(ETA(8))
SLPPHASE12 = THETA(9)*EXP(ETA(9))

SLOPE = SLPMESOR+SLPAMP*COS(6.283185*(TIME-SLPPHASE)/24)+SLPAMP12*COS(6.283185*(TIME-
SLPPHASE12)/12)

;PK model
KA=MESORI+AMPI*COS(6.283185*(TIME-PHASEI)/24)
CL=CLI
V=VI
KTR=KA

K13 = KA

Supplemenatary Code 1 Model code of the final model used in NONMEM v7.3
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K32 = KTR                      
K20 = CL/V

$DES
DADT(1) = -K13*A(1)
DADT(2) = K32*A(3)-K20*A(2)
DADT(3) = K13*A(1)-K32*A(3)

$ERROR
CPPR = A(2)/V
IPRED=BSL*RR**ALPH+CIRC+SLOPE*CPPR
Y=IPRED*(1+EPS(1))

$THETA 
407   ; BSL
0.216   ; ALPHA
7.8   ; AMP24
3.84   ; PHASE24
0.1   ; SLPMESOR
(0,1,10)   ; SLPAMP24
(0.1,12,23.9) ; SLPPHASE24
(0,1,10)   ; SLPAMP12
(0.1,12,23.9) ; SLPPHASE12

$OMEGA 
0.1   ; BSL
0 FIX   ; ALPH
0 FIX   ; AMP24
0 FIX   ; PHASE24
0 FIX   ; SLOPE MESOR
0 FIX   ; SLPAMP
0 FIX   ; SLPPHASE
0 FIX   ; SLPAMP12
0 FIX   ; SLPPHASE12
$OMEGA BLOCK(1) 0.1  ; IOV on BSL
$OMEGA BLOCK(1) SAME  ; IOV on BSL  
$OMEGA BLOCK(1) SAME  ; IOV on BSL  
$OMEGA BLOCK(1) SAME  ; IOV on BSL  
$OMEGA BLOCK(1) SAME  ; IOV on BSL  
$OMEGA BLOCK(1) SAME  ; IOV on BSL

$SIGMA
0.05

$EST PRINT=5 MAX=9999 METHOD=1 INTERACTION POSTHOC NOABORT

$COV COMP PRINT=E

$TABLE ID OCC ADMINTIME TIME TALD IPRED PRED CWRESI RES WRES CWRES MDV SLOPE SLPMESOR SLPAMP 
SLPPHASE SLPAMP12 SLPPHASE12 RR DV BSL ALPH AMP24 PHASE24 CPPR ETA1 BOV CLI VI KA MESORI AMPI 
PHASEI OBSCONC NOPRINT ONEHEADER FILE=sdtabRun1101b_FINAL
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ABSTRACT
Nearly all bodily processes exhibit circadian rhythmicity. As a consequence, the 
pharmacokinetic and pharmacodynamic properties of a drug may also vary with time of 
day. The objective of this study was to investigate diurnal variation in processes that regulate 
drug concentrations in the brain, focusing on P-glycoprotein (P-gp). This efflux transporter 
limits the distribution of many drugs in the brain. To this end, the exposure to the P-gp 
substrate quinidine was determined in the plasma and brain tissue after intravenous 
administration in rats at six different time points over the 24-h period. Our results indicate 
that time of administration significantly affects the exposure to quinidine in the brain. Upon 
inhibition of P-gp, exposure to quinidine in brain tissue is constant over the 24-h period. 
To gain more insight into processes regulating brain concentrations, we used intracerebral 
microdialysis to determine the concentration of quinidine in brain extracellular fluid 
(ECF) and cerebrospinal fluid (CSF) after intravenous administration at two different time 
points. The data were analyzed by physiologically based pharmacokinetic modeling using 
NONMEM. The model shows that the variation is due to higher activity of P-gp-mediated 
transport from the deep brain compartment to the plasma compartment during the 
active period. Furthermore, the analysis reveals that CSF flux is higher in the resting period 
compared to the active period. In conclusion, we show that the exposure to a P-gp substrate 
in the brain depends on time of administration, thereby providing a new strategy for drug 
targeting to the brain.
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INTRODUCTION
The treatment of brain tumors, infectious diseases, and various neurological disorders 
is often unsuccessful because the entry of most clinically available drugs into the brain 
is restricted (Abbott et al., 2010). This is due to a number of protective mechanisms that 
prevent the distribution of potentially toxic compounds in the brain but, at the same 
time, impede drugs from reaching their target site in the central nervous system (CNS). 
For example, several types of efflux transporters are expressed in the brain, which expel a 
wide variety of exogenous substances from the brain back into the circulation (Abbott et al., 
2010; Ohtsuki and Terasaki, 2007).

A well-known efflux transporter in the CNS is P-glycoprotein (P-gp). At the level of the 
blood–brain barrier (BBB), it restricts the entry of many, mainly hydrophobic, drugs to the 
brain(Schinkel et al., 1994). Although P-gp is mostly known for its role in the efflux of its 
substrates at the BBB, it is also expressed in blood–cerebrospinal fluid (CSF) barrier (BCSFB) 
as well as in parenchymal cells types, such as astrocytes and pericytes (Bendayan et al., 
2006). Several strategies have been proposed to diminish P-gp-mediated efflux, but it has 
been difficult to implement these strategies in the clinic and, especially, to apply them to 
chronic diseases (Potschka, 2010).

The pharmacokinetic and pharmacodynamic properties of a wide variety of drugs 
show diurnal variation, which is a result of 24-h rhythms in, for example, gastrointestinal 
function, activity of xenobiotic-metabolizing enzymes, blood flow, and glomerular filtration 
rate (Dallmann et al., 2014). Consequently, therapeutic efficiency as well as the severity of 
side effects of drugs may vary with time of day (Buttgereit et al., 2010; Hermida et al., 2008; 
Watanabe et al., 2012). Regarding P-gp, it has been shown that its expression and activity 
show a diurnal rhythm in the intestines of rodents, leading to different plasma concentrations 
of orally administered P-gp substrates depending on the time of administration (Ando et 
al., 2005; Ballesta et al., 2011; Hayashi et al., 2010; Murakami et al., 2008; Okyar et al., 2012; 
Stearns et al., 2008).

The objective of this study was to examine whether the distribution of P-gp substrates 
in the CNS depends on time of administration. Diurnal variation in P-gp activity could be 
exploited to either increase or reduce the effect of P-gp on CNS target site distribution, 
depending on whether the aim is to limit or enhance CNS distribution of the drug. Other 
processes that govern CNS target site concentrations (de Lange, 2013), such as CSF turnover, 
may also vary over the course of the day. Understanding the effect of time of administration 
on CNS target site distribution may be useful to improve the efficiency of therapies involving 
P-gp substrates.

In this study, the concentration of the P-gp substrate quinidine was determined in 
plasma and brain tissue after intravenous administration at six different time points over 
the 24-h period in rats. As we observed a significant 24-h variation in P-gp-mediated drug 
transport in brain tissue, we next used intracerebral microdialysis to obtain quinidine 
concentration–time profiles in brain extracellular fluid (ECF) and in CSF at two different 
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times of the day. Using physiologically based pharmacokinetic (PBPK) modeling to describe 
quinidine brain distribution (Westerhout et al., 2013), we were able to explore differences in 
P-gp-mediated transport and CSF flux between the active and resting period of the animals. 
The results show that time is an important consideration in the design of drug treatments 
targeted at the CNS.

MATERIALS AND METHODS
Animals

Male Wistar rats (Charles River, The Netherlands) were housed in groups under standard 
environmental conditions (12:12LD cycle) with free access to water and food (SDS, Technilab-
BMI, Someren, the Netherlands). After surgery, the rats were kept individually. All animal 
procedures were performed in accordance with the Dutch law on animal experimentation 
and were approved by the Animal Ethics Committee of the Leiden University (protocol 
number DEC12088).

Chemicals and solutions

Quinidine, quinidine sulfate dehydrate, and quinine were obtained from Sigma-Aldrich 
(Zwijndrecht, the Netherlands); tariquidar from Xenova Group PLC (Cambridge, UK); saline 
and 5% glucose in saline from the Leiden University Medical Centre (Leiden, the Netherlands); 
Heparin from LEO Pharma BV (Breda, the Netherlands); nembutal and isoflurane from AUV 
(Cuijk, the Netherlands); phosphoric acid and boric acid from Merck (Darmstadt, Germany), 
sodium hydroxide and triethyl amine (TEA) from Baker (Enschede, the Netherlands); and 
methanol, methyl tert-butyl ether (TBME), and acetonitrile from Biosolve (Valkenswaard, the 
Netherlands). Perfusion fluid (PF) for microdialysis experiments was prepared as described 
previously (Moghaddam and Bunney, 1989).

Surgery

Animals were anesthetized by isoflurane during surgical procedures (induction, 5%; 
maintenance, 1–2%). A cannula was inserted in the femoral artery and femoral vein 7 
days prior to the experiment as described previously (Westerhout et al., 2013). Animals 
used for microdialysis experiments also received microdialysis guides with dummy probes 
(CMA, Solna, Sweden) in the caudate putamen (CP; coordinates from bregma, AP-1.0 mm 
L + 3.0 mm V-3.4 mm) and in the cisterna magna (CM; coordinates from lambda, AP-2.51 
mm L + 2.04 mm V-8.34 mm, at an angle of 25° anterior from the dorsoventral axis and 11° 
lateral from the anteroposterior axis) (Westerhout et al., 2013). Twenty-four hours before the 
experiment, the dummy probes in CP and CM were replaced by 4 and 1 mm microdialysis 
probes (CMA), respectively.

Drug administration, serial blood sampling, and collection of brain tissue

Brain distribution experiments were performed at six different time points across the 24-h 



-113-

DIURNAL VARIATION OF DRUG TRANSPORT IN THE BRAIN

period; t  = 0 (start of quinidine administration) was at Zeitgeber Time (ZT) 0, ZT4, ZT8, ZT12, 
ZT16, or ZT20 (±10 min), with ZT12 defined as the moment of lights off. Microdialysis and in 
vivo recovery experiments were performed with t = 0 at ZT8 or ZT20. The number of animals 
per group is shown in Supplemental Table 1. Between ZT12 and ZT0 experiments were 
conducted in dim red light.

Animals were pretreated with an intravenous infusion of vehicle (5% glucose in saline) or 
15 mg/kg tariquidar in 5% glucose at t  = −25 min for 10 min at a rate of 500 μL/min/kg with 
a syringe pump (Pump 22 Multiple Syringe Pump, Harvard Apparatus, Holliston, MA, USA). 
In brain distribution and microdialysis experiments, quinidine (10 mg/kg) was administered 
intravenously at t = 0 in 10 min at a rate of 250 μL/min/kg. Blood samples (100 μL) were 
collected at t  = −10, 10, 30, 60, 90, 120, 150, 180, 210, and 240 min in heparinized Eppendorf 
tubes and centrifuged for 10 min at 5,000 rpm (Eppendorf Microcentrifuge Model 5415D) 
to obtain plasma. Plasma was stored at −20°C until analysis. At t = 240 min, the rats were 
sacrificed with an intravenous injection of Nembutal and transcardially perfused with PBS 
until the organs were free of blood. Brain tissue was removed and stored at −80°C.

Intracerebral microdialysis

Microdialysis probe inlets were connected to a syringe filled with PF, and the outlets were 
connected to a fraction collector (Univentor microsampler 820, Univentor Ltd, Zejtun, Malta) 
with FEP tubing. Perfusion of the microdialysis probes with a syringe pump (Bioanalytical 
Systems Inc., West Lafayette, USA) started 2 h prior to quinidine administration. Perfusion 
rate was set to 1 μL/min. Samples were collected every 20 min until t = 240 min and stored 
at −80°C.

In vivo retrodialysis

The recovery of quinidine into the microdialysis probe was determined by in vivo 
retrodialysis. Probes were perfused with blank PF for 2 hours, after which the concentration 
of quinidine in PF was changed every 2 h from 20 to 50 ng/mL and to 200 ng/mL. Samples 
were collected every 20 min at a perfusion rate of 1 μL/min. The probe recovery (extraction 
fraction) was calculated as described by Westerhout et al. (2013). The extraction fractions 
from the probes located in CP and CM were used to convert the measured microdialysate 
concentrations to ECF and CSF concentrations, respectively.

Plasma protein binding

To determine the degree of plasma protein binding of quinidine, 50 μL aliquots of each 
plasma sample taken at t = 30 min and t  = 90 min were pooled per experimental time point 
(ZT) and pre-treatment (vehicle or TQD). The samples were equilibrated at 37°C for 30 
min, and 200 μL was added to a pre-heated Centrifree 30 K ultrafiltration device (Millipore 
BV, Etten-Leur, the Netherlands). The samples were centrifuged for 20 min at 5,000 rpm 
at 37°C according to the manufacturer’s protocol. The unbound fraction of quinidine in 
plasma (funbound) was calculated by dividing the concentration of the ultrafiltrate by the 
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concentration in the unfiltered sample.

Measurement of quinidine concentration in microdialysate, plasma, and brain 
homogenates

Quinidine concentrations in plasma, microdialysates, and brain homogenates were 
measured using high-performance liquid chromatography (HPLC) with fluorescence 
detection as described earlier (Syvänen et al., 2012). Microdialysates (10 μL) were directly 
injected into the HPLC system using a mobile phase with an acetonitrile/buffer ratio of 
17:83 (v/v). Brain tissue was homogenized in 50 mM phosphate buffer (pH7.4) using the 
Bullet Blender 5 (Next Advance Inc., NY, USA) according to the manufacturer’s protocol. 
Brain homogenates were diluted 6× (w/v) in 50 mM phosphate buffer (pH7.4). Extraction of 
quinidine from plasma and brain homogenate was performed as described earlier (Syvänen 
et al., 2012). The injection volume was 2–20 μL depending on the type of sample. The mobile 
phase consisted of acetonitrile and buffer in a ratio of 14:86 (v/v).

Data analysis

Areas under the curve (AUC in ng/mL * min) of unbound quinidine in plasma from 0 to 240 
min after administration (AUCPLu,0–240) were calculated using the trapezoidal rule. Ratios 
between parameters were determined for each animal individually before calculating 
the mean per group. The means of two groups were compared by an unpaired Student’s 
t test (normally distributed data) or a Mann–Whitney U test (not normally distributed 
data). To compare the means of more than two groups, an ANOVA (normally distributed 
data) or Kruskal–Wallis test (not normally distributed data) was used. Normal distribution 
was assessed by the Sharipo–Wilk test. p values below 0.05 were considered significant. 
Statistical analyses and graphical visualization were performed with R version 2.14.1 or 
version 3.0.1 (R Foundation for Statistical Computing, Vienna, Austria).

Physiologically based pharmacokinetic modeling

PBPK brain distribution modeling was performed to investigate the effect of time of 
administration on the pharmacokinetics of quinidine in plasma, total brain, ECF, and CSF 
quantitatively using a nonlinear mixed effect model approach with NONMEM software 
version VII (GloboMax LLC, Hanover, MD, USA). The PBPK model describing brain distribution 
of quinidine that was previously published (Westerhout et al., 2013) was applied to the data 
(Supplemental Figure 1). Data obtained during the microdialysis experiments in this study 
were added to the previously obtained data produced with the same experimental method 
during the resting period of the animals (Westerhout et al., 2013). Using covariate analysis, 
the effect of time of administration was tested on parameters describing P-gp-mediated 
transport and CSF flux. Statistical significance was based on changes in the objective 
function value (OFV; p < 0.05). The difference in the OFV obtained by comparing each model 
was assumed to be asymptotically chi-squared distributed with degrees of freedom (df ) 
equal to the difference in the number of parameters between the two models. Goodness-
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of-fit plots (model predicted vs. observed data values) were evaluated by diagnostic scatter 
plots. The stability and performance of the final model were confirmed by a visual predictive 
check on the simulated distribution of the concentration data to cover over 90% of the 
observed data.

RESULTS
Time of administration has no effect on plasma pharmacokinetics of quinidine

We first determined the mean concentration–time profiles of unbound quinidine in plasma 

Figure 1 Quinidine exposure in plasma and brain in vehicle-treated animals. (a) Time– concentration profiles 
of unbound quinidine in plasma. Different symbols represent the different experimental time points (ZT0, 
4, 8, 12, 16, and 20). Asterisks indicate significant effect of ZT on plasma concentration at the designated 
sampling times (n = 6–8 animals per group). (b) Area under the curve for unbound quinidine in plasma from 0 
to 240 min after administration (AUCPLu,0–240) at different experimental time points (n = 5–8 animals per group). 
No significant time of day effect on AUCPLu,0–240 was found (p > 0.05, ANOVA). (c) Quinidine concentration at 
t = 240 min in brain homogenate relative to plasma AUC (CBR:AUCPLu,0–240) at different experimental time points 
(n = 4–8 animals per group). Time of administration significantly affects this ratio (p < 0.05, Kruskal–Wallis rank 
sum test). Mean ± SEM in all graphs. n.s. not significant; *p < 0.05
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after intravenous administration at six experimental time points (ZT0-20) (Fig. 1a). Unbound 
plasma concentrations were derived from total plasma concentrations corrected for by the 
unbound fraction in plasma (0.286 ± 0.006). Total and unbound concentrations of quinidine 
in plasma showed a highly significant linear correlation (r2 = 0.953, N = 24, p = 0.000, 
Pearson’s correlation; Supplemental Figure 2A). The unbound fraction did not depend on 
time of administration (F(5,17) = 2.52, p = 0.07, two-way ANOVA; Supplemental Figure 2B) 
and pre-treatment with TQD (F(1,17) = 1.70, p = 0.21, two-way ANOVA; Supplemental Figure 
2C)

The unbound quinidine concentration in plasma in vehicle-treated animals at t = 30, 
90, 120, 150, 210, and 240 min was influenced by time of administration (p < 0.05, one-way 
ANOVA or Kruskal–Wallis, as appropriate; Fig. 1a). Time of administration had no significant 
effect on the area under the time concentration curve of unbound quinidine in plasma from 
0 to 240 min after administration (AUCPLu(0–240)) (Fig. 1b; F(5,34) = 1.49, p  = 0.220, one-way 
ANOVA). These results indicate that the total exposure to quinidine in plasma is not affected 
by time of administration.

Quinidine brain tissue concentration shows significant diurnal variation

The concentration of quinidine in brain tissue at t = 240 (CBR) relative to AUCPLu(0–240) was 
found to be significantly affected by time of administration (Fig. 1c H(5) = 14.9, p = 0.011, 
Kruskal–Wallis test). In experiments conducted in the resting period of the animals (i.e., 
animals treated at ZT0, ZT4, and ZT8), the CBR: AUCPLu(0–240) was on average twice as high 
compared to the ratio in the active period (at ZT12, ZT16, or ZT20). These results indicate 
that the exposure to the P-gp substrate quinidine in the brain, relative to plasma exposure, 
exhibits diurnal variation.

Diurnal variation of total brain quinidine concentrations is due to the variation in P-gp-
mediated transport

To determine whether the effect of time of administration on the exposure to quinidine 
in brain tissue is due to variation in P-gp-mediated transport over the 24-h period, we 
administered the selective P-gp inhibitor tariquidar intravenously 30 min prior to quinidine 
administration at ZT0, 4, 8, 12, 16, or 20. Time of administration did not significantly affect 
unbound plasma concentrations of quinidine at any of the sampling points (Fig. 2a) and had 
no effect on AUCPLu(0–240) (Fig. 2b; F(5,33) = 0.635, p = 0.675, one-way ANOVA) in tariquidar-
treated animals, indicating that also in this group of animals, time of administration does 
not affect exposure to quinidine in plasma. Importantly, time of administration also did 
not significantly affect CBR: AUCPLu(0–240) of quinidine after tariquidar treatment (Fig. 2c 
F(5,31) = 1.28, p = 0.297, one-way ANOVA). Hence, tariquidar pre-treatment abolished the 
diurnal variation in CBR: AUCPLu(0–240) that was observed in vehicle-treated animals. These 
results indicate that the exposure to quinidine in the brain relative to plasma levels exhibits 
diurnal variation unless P-gp is inhibited.
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Exposure to quinidine in CNS is influenced by diurnal variation in P-gp activity and CSF 
flux

Next, we used intracerebral microdialysis to determine unbound concentrations of 
quinidine in brain extracellular fluid (ECF) and cerebrospinal fluid (CSF) from 0 to 240 min 
after intravenous quinidine administration at ZT8 (resting period) and ZT20 (active period 
of the animals). The extraction fractions (4 mm probe, 13 ± 1.4%; 1 mm probe, 8.4 ± 2.6%) 
were used to calculate unbound concentrations in ECF and CSF from microdialysate 
concentrations.

Figure 2 Quinidine exposure in plasma and brain in tariquidar-treated animals. (a) Time– concentration 
profiles of unbound quinidine in plasma. Different symbols represent the different experimental time points 
(ZT0, 4, 8, 12, 16, or 20). No significant effect of ZT was found between plasma concentrations at different 
sampling times (n = 6–8 animals per group). (b) Area under the curve for unbound quinidine in plasma from 0 
to 240 min after administration (AUCPLu,0–240) at different experimental time points (n = 5–8 animals per group). 
No significant time of day effect on AUCPLu,0–240 was found (p > 0.05, ANOVA). (c) Quinidine concentration at 
t = 240 min in brain homogenate relative to plasma AUC (CBR:AUCPLu,0–240) at different experimental time points 
(n = 4–8 animals per group). No significant time of day effect was found on this ratio in tariquidar-treated 
animals (p > 0.05, ANOVA). Mean ± SEM in all graphs. n.s. not significant
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We calculated the mean concentration–time profiles of unbound quinidine in plasma, 
ECF, and CSF (Fig. 3) as well as CBR: AUCPLu(0–240) (Supplemental Figure 3B-C) at ZT8 and ZT20 in 
vehicle- and TQD-treated animals. The fraction unbound of quinidine in plasma (0.276 ± 0.015) 
was not significantly different in these experiments compared to that observed in the 
brain distribution experiments (t(29) = 0.747, p = 0.461, two-sided t-test, Supplemental 
Figure 2D). Also, AUCPLu(0–240) and CBR: AUCPLu(0–240) measured in these experiments were 
comparable to those obtained in brain distribution experiments (Supplemental Figure 
3). In vehicle-treated animals, ECF concentrations were not significantly affected by time 
of administration at any of the sampling times (Fig. 3c), while CSF concentrations were 

Figure 3 Microdialysis experiments in vehicle- and TQD-treated animals. Time–concentration profiles of 
unbound quinidine in plasma (A-B, n = 7–8 animals/group), ECF (C-D, n = 7–8 animals/group), and CSF (E-F,  
n = 6–8 animals/group) at ZT8 (open symbols) and ZT20 (closed symbols) in vehicle-treated animals (a, c, e) 
and TQD-treated animals (b, d, f ). Asterisks indicate significant effect of ZT on quinidine concentration at the 
designated sampling times (p < 0.05, two-sided t test or Mann–Whitney U test). Mean ± SEM in all graphs. 
*p < 0.05
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higher in the first 100 min after administration in the active period compared to the values 
obtained after administration in the resting period (Fig. 3e). In tariquidar-treated animals, 
time of administration significantly affected ECF concentrations at two sampling times (Fig. 
3d), but had no effect on CSF concentrations (Fig. 3f ).

The data from the microdialysis experiments were fitted to a PBPK model that was 
previously used to describe quinidine pharmacokinetics in plasma, ECF, CSF, and deep 
brain tissue (Westerhout et al., 2013). We investigated the effect of time of administration 
on the parameters describing P-gp-mediated transport from the plasma compartment 
to and from deep brain tissue, ECF and CSF, and on CSF flux. Using covariate analysis, 
we found that the model that takes into account the effect of time of administration on 
both P-gp-mediated transport and CSF flux best described the data (Table 1), indicating 
that time of administration significantly influences P-gp-mediated transport and CSF flux. 
The parameter estimates of the model (Table 2) show that the estimated P-gp-mediated 
transport of quinidine from the deep brain compartment to plasma is almost 2.9× higher 
during the active period of the animals compared to the resting period (659 vs 228 μL/
min, Table 2). Furthermore, CSF flux is almost twice as high during the resting period of the 
animals compared to the active period (0 .522 vs 0 .227 μL/min, Table 2).

DISCUSSION
In this study, we show that the exposure to the P-gp substrate quinidine in total brain tissue 
is subject to significant diurnal variation. This variation is abolished by pre-treatment with 
the selective P-gp inhibitor tariquidar, indicating a selective P-gp-mediated origin. The 
exposure to quinidine in brain tissue is lower during the active period compared to the 
resting period of the animals, which shows that the activity of P-gp is elevated during the 
active period. PBPK modeling based on plasma, ECF, CSF, and total brain concentrations of 
quinidine after intravenous administration in the active and resting period of the animals 
supports these findings by showing that time of administration significantly affects P-gp-
mediated transport as well as CSF flux. Therefore, the findings presented in this study show 
that the exposure to a drug in the brain is affected by time of administration and provides a 
mechanism that involves 24-h variation in the activity of P-gp-mediated transport and CSF 
flux.

Circadian rhythms are present in many bodily processes and are controlled by a central 
clock located in the hypothalamus (Meijer et al., 2012). Rhythms in peripheral organs are 

Table 1 Covariate analysis

Covariate Change in OFVa P-value

Time of administration (P-gp) -155.6 <0.05

Time of administration (QCSF) -37.7 <0.05

Time of administration (P-gp and QCSF) -190.5 <0.05

a. Change in Objective Function Value (OFV) after addition of the covariate on various parameters, compared 
to the model that does not take into account time of administration on any of the parameters.
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Table 2 Parameter estimates of the PBPK model.

Parameter Value Unit RSE

Estimates

CLE passive 83.3 mL/min 10.3%

+P-gp 52.7 mL/min 6.5%

QPL-PER1 passive 831 mL/min 9.6%

QPL-PER2 passive 93.5 mL/min 18.3%

CLPL-Deep Brain passive 982 µL/min 14.7%

+P-gp NAa µL/min

CLDeep Brain-PL passive 12.3 µL/min 19.8%

+P-gp Resting period 228 µL/min 17.7%

+P-gp Active period 659 µL/min 15.6%

CLPL-ECF passive 25.7 µL/min 12.5%

+P-gp Resting period 17 µL/min 18.5%

+P-gp Active period 18.3 µL/min 18.5%

CLECF-PL passive 4.63 µL/min 15.2%

+P-gp Resting period 3.14 µL/min 36.3%

+P-gp Active period 3.98 µL/min 48.0%

CLPL-LV passive 3.23 µL/min 19.9%

+P-gp Resting period 1.55 µL/min 30.1%

+P-gp Active period 2.44 µL/min 17.5%

CLLV-PL passive 0.513 µL/min 24.0%

+P-gp NAa µL/min

CLPL-CM passive 0.753 µL/min 23.5%

+P-gp NAa µL/min

CLCM-PL passive 1.02 µL/min 33.7%

+P-gp NAa µL/min

QECF
b 0.2 µL/min

QCSF Resting period 0.522 µL/min 28.5%

Active period 0.227 µL/min 36.0%

VPL
b 10.6 mL

VPER1 7.42 L 5.7%

VPER2 7.09 L 17.3%

VDeep Brain
b 1440 µL

VECF
b 290 µL

VLV
b 50 µL

VTFV
b 50 µL

VCM
b 17 µL

VSAS
b 180 µL



-121-

DIURNAL VARIATION OF DRUG TRANSPORT IN THE BRAIN

synchronized by the central clock, but are driven locally by an intracellular translational–
transcriptional feedback loop with a period of approximately 24-h (Mohawk et al., 2012). This 
clock mechanism is responsible for the circadian rhythm that is found in the transcription, 
translation, and post-translational modification of many genes and their associated 
proteins (Mohawk et al., 2012). Our results show that the distribution of quinidine in the 
brain depends on time of administration due to variation in two processes. Firstly, we find 
that the estimated activity of P-gp-mediated transport is higher during the active period 
of the animals compared to the resting period. This is in line with several in vitro and in 
vivo studies that have shown 24-h variation in the expression and activity of P-gp in several 
different cell types (Ando et al., 2005; Ballesta et al., 2011; Hayashi et al., 2010; Murakami 
et al., 2008; Okyar et al., 2012; Stearns et al., 2008). For example, Okyar et al. (2012) found 
that the activity of P-gp in the intestine is higher during the active period of rats (Okyar 
et al., 2012). Future studies investigating the activity of P-gp in different cell types of the 
CNS across the 24-h cycle may provide further information on the molecular mechanisms 
underlying the findings presented in this study.

In addition to 24-h variation in P-gp activity, the PBPK model (Westerhout et al., 2013) 
that was used to describe the effect of time of administration on the pharmacokinetics of 
quinidine in the brain shows that CSF flow is larger during the resting period of the animals 
compared to the active period. In line with these findings, a recent study showed that sleep 
markedly increases CSF influx, thereby facilitating the removal of metabolic waste products 
from the CNS (Xie et al., 2013). This process may also affect the distribution of peripherally 
administered drugs in the brain. With the design used in this study, we cannot exclude the 
possibility that the sleep/wake state of the animal, rather than diurnal rhythmicity as such, 
is responsible for the variation in CSF flow or P-gp function over the 24-h period.

The variation in P-gp activity over the 24-h cycle had a much larger effect on quinidine 
concentrations in the brain tissue than in ECF. Total brain concentrations reflect the 

Table 2 (cont.)

Interindividual variability

CLE 33.2 % 17.2%

Residual error

PL 42.8 % 13.9%

ECF 33.0 % 13.9%

LV 31.9 % 18.7%

CM 36.2 % 13.8%

Deep Brain 35.6 % 13.4%

Abbreviations: PER1 and PER2: peripheral compartment 1 and 2; PL: plasma; ECF: brain extracellular fluid; 
LV: lateral ventricle; CM: cisterna magna; QECF and QCSF: ECF and CSF flow; V = volume of distribution of the 
compartments; TFV: third and fourth ventricle; SAS: subarachnoid space; +P-gp: effect of P-gp mediated 
transport on the parameter; IIV: inter-individual variability.

a. Parameter not available

b. Physiological values, derived from literature (Westerhout et al, 2013).
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concentration of quinidine in both ECF and intracellular fluid (ICF) of brain parenchymal 
cells. The relatively small difference in the effect of P-gp on the clearance of quinidine from 
ECF to plasma during the active and resting periods of the animals cannot account for the 
large difference in the effect of P-gp on the clearance of quinidine from brain tissue to 
plasma. Therefore, we propose that an additional P-gp-dependent barrier between the ECF 
or plasma and the ICF of brain parenchymal cells gives rise to the observed variation. The 
existence of an additional barrier that affects the distribution of drugs in parenchymal cells 
has previously been suggested by the observation that valproic acid, an anticonvulsant drug, 
is subject to active efflux at the parenchymal cell membrane (Scism et al., 2000). Although 
valproic acid is not a P-gp substrate (Baltes et al., 2007), Scism et al. (Scism et al., 2000) show 
that the parenchymal cell membrane can play an important role in the distribution of drugs 
in the brain. Furthermore, Syvänen et al. (2012) show that induction of status epilepticus in 
rats affects P-gp activity at the level of the parenchyma rather than at the BBB.

Several lines of evidence suggest that P-gp is present in brain parenchymal cells, such 
as in pericytes and astrocytes (Bendayan et al., 2006; Golden and Pardridge, 1999; Shimizu 
et al., 2008). P-gp does not seem to be present in neurons in the healthy mammalian brain, 
but its expression is rapidly induced when challenged, for example, by hypoxic stress or 
the induction of status epilepticus (Lazarowski et al., 2007; Volk et al., 2004). Importantly, it 
should be kept in mind that experiments are generally conducted during the resting period 
of the animals, which is the time window during which P-gp activity is lowest according to 
our findings. The existence of a barrier from the ECF to the ICF is of special interest for drugs 
that have an intracellular CNS target. Future studies should aim to elucidate this process 
more clearly.

A question that needs to be addressed is to what extent a twofold increase in total brain 
exposure is clinically relevant. Several strategies have been proposed to minimize the effect 
of P-gp on its substrates that are used as drugs to treat various CNS disorders. For example, 
pharmacological inhibition of P-gp by tariquidar in humans leads to a dose-dependent 
increase in brain uptake of a P-gp substrate (Kreisl et al., 2010; Wagner et al., 2009). At a 
dose of 6 mg/kg, there is a fourfold increase in brain uptake of radiolabeled loperamide 
(Kreisl et al., 2010). However, this dose requires intravenous infusion for more than 1 
h due to a hemolytic effect of one the co-solvents (Bauer et al., 2013; Kreisl et al., 2010). 
Another limitation associated with P-gp inhibitors in humans is that the unbound plasma 
concentrations are relatively low, which limits the degree of P-gp inhibition (Kalvass et al., 
2013). In light of these findings, the more than twofold increase in brain exposure that was 
observed in this study, by investigating a naturally occurring physiological process, could 
therefore well be of clinical relevance. This holds especially true for drugs with a narrow 
therapeutic index in which a slight increase in brain concentration leads to a large increase 
in effect size.

In summary, this study indicates that the exposure to a P-gp substrate in the brain is 
subject to diurnal variation. Using a selective and potent P-gp inhibitor, we are able to show 
that this is due to variation of P-gp-mediated transport which is markedly elevated during 
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the active period of the animals compared to the resting period. Furthermore, CSF flux is 
increased during the resting period, which may also cause variations in the exposure to a 
drug in the brain. Importantly, these findings emphasize the need to take into account the 
timing of drug administration, both in clinical and experimental situations. Dosing at the 
appropriate time of the day may be an effective strategy to modulate the delivery of P-gp 
substrates to the brain.
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Supplementary Figure 1 Diagram of the PBPK model used to describe quinidine brain distribution. I.v. 
denotes the intravenous dose that enters the plasma compartment. CLE is the elimination clearance 
from plasma. QPL-PER1 and QPL-PER2 are the clearances from the plasma compartment to the two peripheral 
compartments. Drug distribution from plasma to the brain is described by bi-directional clearance between 
the plasma compartment and the deep brain compartment (CLPL-DBR and CLDBR-PL), brain ECF compartment 
(CLPL-ECF and CLECF-PL), and different CSF compartments (lateral ventricle: CLPL-LV and CLLV-PL; third and fourth 
ventricle: CLPL-TFV and CLTFV-PL and cisterna magna: CLPL-CM and CLCM-PL). QECF denotes the flow rate of brain ECF 
to CSF and QCSF is the flow rate of CSF between the different CSF compartments (CSFSAS refers to CSF in the 
subarachnoid space). Dashed arrows with the subscript P-gp represent P-glycoprotein mediated transport, 
which can either hinder drug influx or enhance drug efflux. The effect of P-gp on CLPL-CM, CLCM-PL, CLTFV-PL, CLLV-

PL and CLPL-DBR was not estimated, so these arrows were not included in the diagram. The grey physiological 
compartments indicate the data specifically obtained in the current study. All analyses were performed by 
using the subroutine ADVAN 6 and first-order conditional estimation with interaction.
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Supplementary Figure 2. Plasma protein binding. (A) Correlation between total and unbound quinidine 
concentrations in plasma from the brain distribution experiments. There is a strong linear correlation between 
total and unbound concentrations (r2=0.953, N=24 samples, p=0.000). (B-C) Effect of tariquidar treatment (B, 
n=12 samples per group) and experimental time point (C, n=4 samples per group) on the unbound fraction 
of quinidine in plasma. A two-way ANOVA showed no significant effect of TQD treatment (TQD vs. vehicle: 
F(1,17)=1.70, p=0.21) and of time of administration (F(5,17)=2.52, p=0.07). (D) Effect of experimental set-up 
on the unbound fraction of quinidine in plasma. There is no significant difference in the unbound fraction 
between brain distribution (projA, n=24 samples) and microdialysis experiments (projB, n=7 samples) 
(t(29)=0.747, p=0.46, t-test). Mean±SEM in all graphs. N.s.: not significant.
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Supplementary Figure 3 Quinidine exposure in plasma and brain in the microdialysis group. (A) Area under 
the curve for unbound quinidine in plasma from 0 to 240 minutes after administration (AUCPLu,0-240) at different 
experimental time points in vehicle and TQD treated animals (n=7-8 animals/group). Time of administration 
had a significant on AUCPLu,0-240 in vehicle treated animals (t(12)=-2.84, p=0.014, t-test), but not in TQD treated 
animals (t(13)=-0.79, p=0.44, t-test). (B-C) Quinidine concentration at t=240min in brain tissue relative to 
plasma AUC (CBR:AUCPLu,0-240) at different experimental time points in vehicle (B) and TQD (C) treated animals 
(n=6-7 animals per group). Time of administration significantly affects this ratio in vehicle treated animals 
(t(11)=4.74, p=0.0006, t-test) and to a lesser extent in TQD treated animals (W=41, p=0.002). Mean±SEM in all 
graphs. N.s.: not significant; *p<0.05; **p<0.01; ***p<001.

Supplementary Table 1 Number of animals per treatment group

Experiment ZT0 ZT4 ZT8 ZT12 ZT16 ZT20

Brain distribution

       Vehicle + 10mg/kg quinidine 7 8 5 8 8 5

       15mg/kg tariquidar + 10mg/kg quinidine 7 7 6 7 6 5

Microdialysis

       Vehicle + 10mg/kg quinidine ND ND 8 ND ND 6

       15mg/kg tariquidar + 10mg/kg quinidine ND ND 8 ND ND 7

In vivo retrodialysis

       Vehicle + 10mg/kg quinidine ND ND 1 ND ND 2

       15mg/kg tariquidar + 10mg.kg quinidine ND ND 1 ND ND 1
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ABSTRACT
The pharmacokinetics and pharmacodynamics of drugs are influenced by daily fluctuations 
in physiological processes. The aim of this study was to determine the effect of dosing time 
on the pharmacokinetics and brain distribution of morphine. To this end, 4 mg/kg morphine 
was administered intravenously to male Wistar rats that were either pre-treated with a vehicle 
solution or tariquidar and probenecid to inhibit processes involved in the active transport 
of morphine. Non-linear mixed effects modelling was used to describe the concentration-
time profiles of morphine and its metabolite M3G in plasma and brain tissue. We find that 
the efflux of morphine from brain tissue back into the circulation is characterized by a 
24-hour rhythm with the lowest efflux during the two light-dark phase transitions with a 
difference between peak and trough of 20%. The active processes involved in the clearance 
of morphine and its metabolite M3G from plasma also show 24-hour variation with the 
highest value in the middle of the dark phase being 54% higher than the lowest value at the 
start of the light phase. As a result of these fluctuations in pharmacokinetic parameters, the 
concentrations of morphine in the brain and of M3G in plasma depend on the time of day. 
Hence, time of day presents a considerable source of variation in the pharmacokinetics of 
morphine, which could be used to optimize the dosing strategy of morphine. 
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INTRODUCTION
Morphine is the most widely used opioid for the treatment of moderate to severe pain, 
despite the many side-effects associated with its use. Therefore, establishing a dosing 
regimen that results in adequate analgesia and minimal adverse side-effects is crucial, 
but remains a challenge due to the high degree of intra- and interindividual variability 
associated with the pharmacokinetics and pharmacodynamics of this drug (Sverrisdóttir et 
al., 2015). Time of day presents a considerable source of variation in the pharmacokinetics 
and pharmacodynamics of a wide variety of drugs due to daily rhythms in physiological 
processes (Dallmann et al., 2014). 

There are several indications that time of day influences morphine’s effect. For example, 
it has been shown that the requirement of self-administered morphine fluctuates over 
the 24-hour period in patients with post-operative pain (Junker and Wirz, 2010; Potts et 
al., 2011). Additionally, in mice, the analgesic effect of morphine depends on the time of 
administration: while most studies found that the analgesic effect of morphine is highest 
during the dark period (Bornschein et al., 1977; Cui et al., 2005; Lutsch and Morris, 1971; 
Morris and Lutsch, 1967; Yoshida et al., 2003, 2005), some reports found that the analgesic 
effect of morphine either follows the 24-hour pattern in baseline pain sensitivity (Kavaliers 
and Hirst, 1983; Oliverio et al., 1982) or is highest during the light period (Güney et al., 1998; 
Rasmussen and Farr, 2003). However, the physiological mechanisms that underlie these 
variations in morphine-induced analgesia are unknown.

To gain a more structured overview of the effect of dosing time on the therapeutic effect 
of morphine, it is essential to first determine 24-hour variation in the pharmacokinetics and 
in the brain distribution of morphine. Although the effect of dosing time on the exposure 
to morphine has previously received some attention (Dohoo, 1997; Gourlay et al., 1995), 
these studies neither determined the 24-hour variation in the different pharmacokinetic 
parameters of morphine, nor did they address the 24-hour variation in its distribution to the 
brain, morphine’s main site of action. 

The concentration of morphine in blood and subsequently in the central nervous 
system depends on several processes. For example, morphine is primarily metabolized 
by UDP glucuronosyl transferase (UGT) 2B7 in the liver (De Gregori et al., 2011; Somogyi 
et al., 2007), the expression of which is regulated by the molecular clock and shows 24-
hour variation (Dallmann et al., 2014; Zhang et al., 2009). Additionally, morphine brain 
distribution is affected by efflux transport proteins such as P-glycoprotein and probenecid-
sensitive transporters such as multidrug-resistance proteins (mrps) (Sverrisdóttir et al., 
2015; Thompson et al., 2000; Tunblad et al., 2003; Xie et al., 1999). P-glycoprotein mediated 
transport in the brain depends on the time of drug administration (Kervezee et al., 2014). 

To determine 24-hour variation in the pharmacokinetic parameters of morphine, we 
used a study design in which morphine is intravenously administered to rats at six time-
points during the 24-hour period combined with a pharmacokinetic modelling approach. 
Results from this study enhance our understanding of the processes that underlie the 
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observed time-of-day dependent analgesic effect of morphine. 

METHODS & MATERIALS
Animals

Male Wister WU rats (Charles River, the Netherlands) were housed in groups for at least 
twelve days under standard environmental conditions (humidity 60%, ambient temperature 
21oC) with food (Laboratory chow, Hope Farms, Woerden, The Netherlands) and water 
ad libitum. After surgery, animals were kept individually until the end of the experiment 
under otherwise similar conditions. Half of the animals were kept in a light-dark cycle with 
lights on at 8:00 and lights off at 20:00; the other half was kept under a reversed schedule 
(8:00 lights off, 20:00 lights on). The weight of the animals was monitored daily. The animal 
procedures were performed in accordance with the Dutch law on animal experimentation 
and were approved by the Animal Ethics Committee of the Leiden University (protocol 
number DEC14041).

Study design

Cannulation of the femoral artery and vein was performed as described previously 
(Westerhout et al., 2012). Anesthesia was induced and maintained by respectively 5% and 
1-2% isoflurane throughout the surgical procedures. Experiments were conducted seven 
days after surgery and started at one of six different time points (t =0 at either Zeitgeber 
time (ZT) 0, 4, 8, 12, 16 or 20, with ZT12 defined as the moment that lights are turned 
off). Experiments that took place during the dark phase were conducted under dim red 
light. At t= -25 min, tariquidar (15mg/kg; XR9576 from Avant pharmaceuticals, London, 
UK, in 5% glucose) or vehicle (5% glucose) was administered for 10 minutes, followed by 
administration of probenecid (150mg/kg; Sigma-Aldrich, Zwijndrecht, the Netherlands, 
in 5% NaHCO3) or vehicle (5% NaHCO3) for 10 minutes. Half of the animals received 
a combination of tariquidar and probenecid (inhibitor-treated group), the other half 
received the two vehicle solutions (vehicle-treated group). At t=0, morphine HCl (4mg/kg; 
Pharmachemie BV, Haarlem, the Netherlands in saline) was administered for 10 minutes. All 
drugs were administered intravenously using a syringe pump (Pump 22 Multiple Syringe 
Pump, Harvard Apparatus, Holliston, MA, USA). Blood samples (150 µL) were drawn at t=-5, 
10, 20, 30, 45, 60, 90 and 120 min as well as at t = 180 and/or 240 min, depending on when 
the experiment was terminated. Blood was collected in heparinized Eppendorf cups and 
centrifuged for 10 min at 5000 rpm (Eppendorf Microcentrifuge Model 5415D) at 4oC to 
separate plasma from other blood constituents. Plasma samples were stored on ice until the 
end of the experiment and subsequently at -20oC until further analysis. 

At either t=120, 180 or 240 min, animals were euthanized by an overdose of Nembutal, 
transcardially perfused and decapitated. Brain tissue was removed, immediately placed on 
ice and subsequently stored at -80oC until further analysis. 
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SPE-LC-MS/MS analysis

Morphine and morphine-3-glucoronide (M3G) were measured in plasma and brain tissue 
using liquid chromatography tandem mass spectrometry (LC-MS/MS). The SPE-LC-MS 
system consisted of a Finnigan Surveyor MS pump, a Finnigan TSQ Quantum Ultra triple 
quadrupole system (Thermo Fisher Scientific, Breda, The Netherlands), a SPE cartridge 
holder and a HySphere Resin GP Cartridge (Spark-Holland, Emmen, The Netherlands) and 
a Shimadzu Nexera UHPLC system. A Vision HT column 150×2.1mm, 5μm, Basic (Grace 
Altech, Breda, The Netherlands) with a column filter of 2μm (Phenomenex, Utrecht, The 
Netherlands) was used for all chromatographic separations. The sheath gas flow was set to 
40 and the auxiliary gas flow was set to 55 (Arbitrary units). The capillary temperature was 
275 0C and the spray voltage was 3500V.

For the analysis of plasma samples, 20µL of internal standard (1000ng/mL mix of 
deuterated morphine and M3G), 20µL milli-Q H2O were added to an aliquot of 20µL sample. 
Protein precipitation was done by adding 1mL of acetonitrile (Biosolve BV, Valkenswaard, 
the Netherlands) and centrifuging for 10 minutes at 20,000xg (Eppendorf Microcentrifuge 
Model 5415D, Eppendorf AG, Hamburg, Germany). The supernatant was evaporated by a 
CentriVap Vacuum Concentration System (Labconco, Kansas City, MO, USA). 

Brain tissue samples were homogenized using a Bullet Blender 5 (Next Advance Inc, 
Averill Park, NY, USA) as described previously [23]. An aliquot of 600µL brain homogenate, 
100µL internal standard (500ng/mL morphine-D3 and M3G-D3) and 100µL MQ H2O were 
mixed before addition of 5mL acetonitrile. After centrifugation at 3800xg, samples were 
evaporated by a vortex evaporator (Labconco, Kansas City, MO, USA). 

Pellets from either plasma and brain tissue samples were subsequently dissolved by 
sonification after adding 40µL (to plasma samples) or 100µL (to brain samples) 10mM 
ammonium acetate pH10. After centrifugation for 10min at 20,000xg, samples were 
transferred to a glass HPLC vial. The calibration curve ranged from 5 to10000 ng/mL for 
plasma measurements, and from 5 to 2000 ng/mL for brain tissue measurements. 10µL was 
injected onto the LCMS system. 

After injection of the sample, the SPE column was flushed with 1mL 10 mM ammonium 
acetate pH 10 (mobile phase A) for 1 minute to remove the salts and other interferences. 
After the loading step, the SPE was switched in line with the LC column and the compounds 
were eluted onto the LC column. Flushing of the SPE column was performed under acidic 
conditions by 3 mL of 90 % acetonitrile with 0.1 % formic acid at a flow rate of 1mL/min. 
The SPE column was re-equilibrated before the next injection with mobile phase A at a flow 
of 0.5mL/min for 4 min. Each SPE column was used for a maximum of 100 injections. The 
compounds were separated by the LC system with an increasing percentage of acetonitrile 
(from 3 to 97% in 4 min) with 0.1% formic acid at a flow of 200μL/min. The calibration curves 
of morphine and M3G were constructed by linear regression (weighing factor 1/Y) using 
LCQuan software. 

The inter-assay accuracy for morphine and M3G in plasma and brain tissue was between 
91 and 111%, and the intra-assay variability was below 15%. The lower limit of quantification 
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was 5ng/mL for both morphine and M3G in plasma and brain tissue. Concentrations of M3G 
in brain tissue were consistently below LLOQ and were therefore not included in further 
data processing.

Data processing

Samples below LLOQ (<1%) were marked in the data set but were retained, as described 
previously (Keizer et al., 2015). Concentrations (ng/mL) were converted to nanamol/mL 
using the molecular weight of morphine.HCl (321.8g/mol) and M3G (free base) (461.47g/
mol). Based on protein binding values of morphine in rats that have been reported 
previously (Bickel et al., 1996; Boström et al., 2008; Letrent et al., 1999; Stain-Texier et al., 
1999; Tunblad et al., 2004), an unbound fraction of 70% was used. The degree of plasma 
protein binding of M3G is very low (unbound fraction of 93% (Bickel et al., 1996)) and was 
not taken into account in further analysis. 

Population pharmacokinetic model development

A population pharmacokinetic model was developed to describe the concentration-time 
profiles of morphine and M3G in plasma and in morphine brain tissue using nonlinear mixed 
effects modelling (NONMEM 7.3; Beal et al., 2009), in combination with Pirana (v2.8.2), PsN 
(v3.7.6), Xpose (v4) and R (v3.1.2) to facilitate evaluation and graphical representation of the 
models (Keizer et al., 2013). 

To compare the fit of nested models, the likelihood ratio test was used, under the 
assumption that the difference in -2 log-likelihood is χ2 distributed with degrees of freedom 
(d.f.) determined by the number of additional parameters in the more complex model. 
Hence, a decrease in Objective Function Value (OFV) of at least 3.84 points (p-value <0.05) 
with one additional parameter was considered to provide a significantly better fit of the 
data compared to its parent model. The fit of non-nested models were compared using 
the Akaike Information Criterion (AIC) (Mould and Upton, 2013).The first-order method 
with conditional estimation and interaction (FOCEI) and the ADVAN6 subroutine with 
user-specified differential equations were used throughout model development. Model 
selection was based on OFV, precision and plausibility of parameter estimates, graphical 
evaluation of the goodness of fit and visual predictive checks (VPC).

Interanimal variability was described using Equation 1:

Pi = P * eηi                                                                Equation 1

Where Pi is the individual parameter estimate of the ith animal, P is the typical parameter 
estimate in the population and ηi is the interanimal variability for the ith animal. Additive, 
proportional and combined error models were considered to describe the residual 
variability (Mould and Upton, 2013).

Pre-treatment with probenecid and tariquidar was assumed to inhibit all active transport 
processes. Therefore, this effect was assessed on clearance parameters as follows: 

P = θpassive + θactive * (1 – TRT)                                              Equation 2
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where θpassive is the passive component of the clearance parameter, θactive is the active 
component of the clearance parameter and TRT is the treatment group (0 for vehicle-
treated animals; 1 for inhibitor-treated animals). The effect of the inhibitors on other (non-
clearance) parameters was assessed as follows:

P = θ * θINH
TRT      Equation 3

where θINH is the fractional change in parameter θ in the presence of inhibitor treatment. 
A sequential approach was used to develop the population PK model. In the first step, 

a PK model was developed for morphine and M3G concentrations in plasma. Different 
structural models were considered (different number of peripheral compartments, linear 
or Michaelis-Menten clearance). Interanimal variability was assessed on the parameters 
and the effect of active transport inhibition treatment were considered using a forward 
inclusion approach. The volume of the M3G compartment was set equal to the volume of 
the central morphine compartment to yield a structurally identifiable model. 

In the second step, the morphine concentrations in brain tissue were added to the data 
set and the PK model was extended to describe the concentration profile in brain tissue. 
Because one brain tissue concentration was available per animal, interanimal variability was 
not investigated on these parameters. 

Lastly, the effect of time of day on the pharmacokinetic parameters was assessed. As an 
exploratory approach, the distribution of conditional weighted residuals with interaction 
(CWRESI) over time was investigated per treatment-group. Subsequently, it was investigated 
whether the model fit could be improved by describing one or more parameters by a 
sinusoidal function with a principal period of 24-hour and one or more harmonic terms 
(Equation 4).

P = θMesor + Σ(n=1)
N [θAmplitude,n * cos(2π * n * (t - θφ,n) / 24]  Equation 4

In this equation, θMesor represents the rhythm-adjusted mean value of the parameter, N is 
the total number of harmonics included in the model, θAmplitude,n is the amplitude of the nth 

harmonic, θφ,n is the acrophase (time of peak in minutes after onset of light period) of the 
nth harmonic and t is the time with t=0 defined as the onset of the light period. The number 
of harmonic terms included in the model was determined by the criteria for statistical 
significance described above.

Simulations

Simulations to assess the effect of 24-hour variation in the pharmacokinetic parameters on 
the concentration-time profiles of morphine and M3G in plasma and brain were performed 
using the package deSolve (v1.11) in R. Two dosing regimens were simulated: 1) a single 
10min. intravenous infusion of 4 mg/kg morphine to a rat of 250g with dosing at 0, 4, 8, 12, 
16 and 20 hours after onset of the light period and 2) a continuous infusion of 0.5mg/kg/h 
to a rat of 250g for 24 hours starting at 4 and 16 hours after the onset of the light period.
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RESULTS
Morphine and M3G pharmacokinetics in plasma

Data from three animals were missing due to complications during surgery and data from 
four animals were missing due to difficulties with the cannulas during the experiment, so 
data from 89 animals (mean weight ± standard deviation: 269 ± 29g) were available for 
pharmacometric analysis. Table 1 shows the number of animals per treatment group. 
Morphine and M3G concentrations in plasma in vehicle-treated animals and in inhibitor-
treated animals at each of the six dosing times is shown in upper and middle panels of 
Figure 1. 
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Figure 1 Concentration profiles of morphine (MOR) in plasma (upper panels), M3G in plasma (middle panels) 
and MOR in brain tissue (lower panels) in vehicle-treated (left) and inhibitor-treated animals (right) after 
different dosing times. 

Table 1 Number of animals per treatment group

Dosing time No. of vehicle-treated animals No. of inhibitor-treated animals

0 7 5

4 8 7

8 8 8

12 8 7

16 8 7

20 8 8

TOTAL 47 42
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The concentration-time profiles of morphine were initially described by a model 
consisting of a central compartment, one peripheral compartment and linear clearance 
from the body. It was attempted to include a second peripheral morphine compartment, but 
the parameter estimates were very sensitive to the initial values that were provided, so this 
was not included in the model. To account for the difference in morphine pharmacokinetics 
between vehicle-treated animals and inhibitor-treated animals, the clearance of morphine 
from the body (CL10) was split into an active and a passive component as described in 
Equation 2, resulting in a significant improvement of the model fit (ΔOFV -208, p<0.01, 1 
d.f.) and reducing the interanimal variability on CL10 from 123% to 23%. 

The conversion of morphine to M3G was at first described as a linear process, but it 
was found that it showed concentration-dependent saturation that could be described 
by Michaelis-Menten kinetics (ΔOFV -402, p<0.01, 1 d.f.). Subsequent incorporation of 
interanimal variability and the effect of inhibitor treatment resulted in a model with 
interanimal variability included on CL10, the clearance of M3G from plasma (CLM3G), 
intercompartmental clearance (Q2) and the maximum conversion rate of morphine to M3G 
(Vmax). 

Morphine pharmacokinetics in brain tissue

Morphine concentrations in brain tissue in vehicle-treated animals and inhibitor-treated 
animals at each of the six dosing times are shown in the lower panels of Figure 1. The 
plasma model was extended to describe these concentration-time profiles. The base model, 
consisting of one brain compartment and inter-compartmental clearance (QBR) to describe 
the transport to and from plasma, described the brain concentrations poorly and showed 
high residual unexplained variability (128%). In subsequent modelling steps, it was found 
that a model that described the brain concentrations as deep brain concentrations that 
was indirectly linked to the central plasma compartment by a transit compartment referred 
to as the extra-cellular fluid (ECF) compartment, known as an important compartment 

QPL-ECF

ECF
compartment

VECF=1

Central 
morphine

compartment

V1

Peripheral 
compartment

V2

Q2*θ1
TRT

M3G
compartment

V1

CLMGactive

Vmax*θ2
TRT

*C1

Km+C1

CLMGpassive
CL10activeCL10passive

QDBR Deep brain
compartment

VDBR=1

QECF-PL,passive

QECF-PL,active

Figure 2 Structure of the final combined plasma-brain model. Colored compartments indicated the site of 
sampling (red: morphine concentrations in plasma; green: M3G concentrations in plasma; blue: morphine 
concentrations in brain tissue). 
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for morphine distribution into the brain (Bouw et al., 2000), could best describe the brain 
concentrations data. In the final brain model, drug transport between the deep brain 
compartment and the ECF compartment were described by a single clearance parameter 
and the flow between the ECF compartment and the plasma compartment by an influx 
parameter (QPL-ECF) and an efflux parameter that was split into a passive (QECF-PL,passive) and an 
active (QECF-PL,active) component (Figure 2).
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Figure 3 Visual predictive check (VPC) stratified by treatment group. Dots: observed data; solid line: median 
of the predicted concentrations; shaded areas enclosed by dashed lines: 90% prediction intervals of the 
simulated data.
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tariquidar (TQD) treated (light symbols) animals. (a, c, e) CWRESI distribution in the model without cosine 
functions of morphine concentrations in brain (a) and in plasma (c) and of M3G concentrations in plasma (e). 
(b) CWRESI distribution in the model with a 24+12-hour cosine included on QECF-PL of morphine concentrations 
in brain. (d, f) CWRESI distribution in the model with a 24+12-hour cosine function included on CL10,active and 
CLM3G, active of morphine concentrations in plasma (d) and of M3G concentrations in plasma (f ). 
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The volumes of the ECF and deep brain compartment were fixed to 1, because these 
values could not be estimated with sufficient precision. This model described the central 
trend and the variability in the brain concentrations well (Figure 3). The parameter estimates 
of the final combined plasma and brain model are shown in Supplemental Table 1. Of note, 
the residual unexplained variability of the brain concentrations was reduced from 128% to 
13%. 

Twenty-four hour variation in morphine pharmacokinetics

The distribution of CWRESI of the morphine concentrations in brain of both vehicle and 
inhibitor-treated animals showed clear time-of-day dependent bias with peaks around 
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brain tissue (right, blue) of the final model. Dark coloured symbols represent vehicle-treated animals; light 
coloured symbols represent inhibitor-treated animals. Dotted line: line of unity.
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the light-dark transitions (Figure 4A). Inclusion of a two-harmonic cosine function with a 
24-hour and 12-hour component on the efflux of morphine from the ECF compartment 
to plasma (QECF-PL) significantly improved the fit of the model (ΔOFV -16, p<0.005, 4 d.f.). 
This cosine function adequately removed this bias (Figure 4B) and provided a better fit 
compared to implementation of a two-harmonic cosine function on the influx parameter 
(QPL-ECF) (AIC = -2.7). Moreover, residual unexplained variability of the brain concentrations 
was reduced from 13.1% to 11.9%. The 24-hour and 12-hour components of this cosine 
function had a peak at 22.8 hours and 5.9 hours after lights on and relative amplitudes of 
4.1% and 6.3%, respectively (Figure 5A).

The CWRESI of morphine and M3G in plasma did not reveal a time-of-day dependent 
bias (Figure 4C and E). Nevertheless, it was found that inclusion of the same two-harmonic 
cosine with a 24-hour and 12-hour component on CLM3G,active and CL10,active significantly 
improved the fit of the model (ΔOFV -28, p<0.005, 4 d.f.). Inclusion of this cosine minimally 
affected the distribution of CWRESI over time-of-day (Figure 4D and F). The 24-hour and 12-
hour components of this cosine function had a peak at 18 hours and 7.6 hours after lights 
on and relative amplitudes of 13% and 12.5%, respectively (Figure 5B and C). 

In the final model (Run8202), the cosine function on QECF-PL was combined with the cosine 
functions on CLM3G,active and CL10,active. This model described the observed concentrations well 
(Figure 6). Parameter estimates from this model and from a bootstrap (500 runs) are shown 
in Table 2. 
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Figure 7 Simulations of morphine (MOR) concentration-time profiles in plasma (left), M3G concentrations in 
plasma (middle) and morphine concentrations in brain (right) after a 10 min. intravenous infusion of 4 mg/
kg at six different dosing times (start of infusion at t=0, 4, 8, 12, 16, 20 hours after light onset) (a) and during 
a continuous infusion of 1mg/kg/h started at 0 hours after light onset (b). 
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Table 2 Parameter estimates of combined plasma and brain model (with 24-hour variation included on 
CL10,active, CLM3G,active and QECF-PL)  and results from bootstrap analysis (444/500 resamples successful)

Parameter Units Equation θ Estimate RSE
Bootstrap median

(90% P.I.)

Morphine plasma

 CL10 mL/min CL10 = θCL10,passive+CL10,active *  (1-TRT) θCL10,passive 4.97 4.4% 4.98 (4.63 - 5.35)

With CL10,active = θmesor * (1+θamp,24 * cos(2π 
* (t - θphase,24)/1440) + θamp,12 * cos(2π * ( t- 
θphase,12)/720))

θmesor 8.24 16.7% 8.19 (6.12 – 10.7)

θamp,24 0.123 46.3% 14.5 (5.61 – 25)

θphase,24 1070 11.8% 1053 (839 - 1240)

θamp,12 0.126 42% 13.3 (5.17 – 22.6)

θphase,12 461 8.6% 463 (384 – 547)

 V1 mL V1=θV1 θV1 109 16.3% 109 (80.6 - 144)

 Q2 mL/min Q2 = θQ2 * θQ2,INH
TRT

θQ2 11.0 8.9% 11.0 (9.25 – 12.4)

θQ2,INH 1.52 5% 1.52 (1.40 – 1.67)

 V2 mL V2=θV2 θV2 508 4.9% 505 (454 – 537)

M3G plasma

Vm,MET mL/min Vm,MET = θVM * θVM,INH
TRT

θVM 15.4 7.9% 15.5 (13.7 – 17.7)

θVM,INH 0.443 11.7% 0.440 (0.358 – 0.539)

Km,MET nmol/mL Km,MET=θKM θKM 0.325 18.4% 0.327 (0.250 – 0.490)

 CLM3G mL/min CLM3G =  θCLM3G,passive + CLM3G,active * (1-TRT) θCLM3G,passive 2.8 15.4% 2.76 (2.14 – 3.51)

With CLM3G,active = θmesor * (1+θamp,24 * cos(2π 
* (t - θphase,24)/1440) + θamp,12 * cos(2π * ( t- 
θphase,12)/720))

θMesor 6.85 11.3% 6.83 (5.39 – 8.04)

θamp,24 See CL10,active

θphase,24 See CL10,active

θamp,12 See CL10,active

θphase,12 See CL10,active

Morphine brain

VDBR mL VDBR = θVDBR θVDBR 1 FIX

QDBR mL/min QDBR = θQDBR θQDBR 0.0184 6.0% 0.0185 (0.0167 – 0.0209)

VECF mL VECF = θVECF θVECF 1 FIX

QECF-PL mL/min

QECF-PL = (θQECFPL,passive + QECFPL,active * (1-TRT)) 
* (1 + θamp,24 * cos(2π * (t - θphase,24)/1440) + 
θamp,12 * cos(2π * ( t- θphase,12)/720))

θQECFPL,passive 0.0256 9.5% 0.0251 (0.0211 - 0.0301)

θQECFPL,active 0.0834 12.4% 0.0824 (0.0659 – 0.103)

θamp,24 0.376 42% 4.33 (1.75 – 6.82)

θphase,24 1390 7.4% 1390 (1150 – 1600)

θamp,12 0.633 32.2% 6.76 (3.79 – 10.5)

θphase,12 1060 3.3% 1060 (990 – 1120)

 QPL-ECF mL/min QPL-ECF = θQPLECF θQPLECF 0.0322 10.5% 0.0316 (0.260 – 0.0386)

Inter-animal variability (CV%)

ω2
 CL10 17.3 16.8

ω2 Vm,MET 22.2 21.9

ω2 CLM3G 43.5 42.6

ω2 Q2 18.7 18.4

ω2 Vm,MET ~ ω2 CLM3G (untransformed) 0.0761 0.0742

Residual unexplained variability (%)

σPL 17.0 16.8

σM3G 14.5 14.4

 σDBR 11.8 11.3
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Simulations

The final model was used to perform simulations to show the impact of dosing time on 
the concentration profiles of morphine and M3G. As shown in Figure 7A, morphine 
concentrations in plasma after a single intravenous infusion are minimally affected by 
dosing time. However, morphine concentrations in brain tissue are influenced by dosing 
time with the lowest concentrations attained after administration at 20 hours after the 
onset of the light period and the highest concentrations after 12 hours after the onset of 
the light period. M3G concentrations were lowest and highest after administration at 4 and 
20 hours after the onset of the light period, respectively. During a continuous infusion at 
steady-state, simulations indicate that morphine and M3G concentrations in plasma and 
morphine concentrations in brain fluctuate during the 24-hour period (Figure 7B).

DISCUSSION
In this study, we have been able to characterize the effect of dosing time on processes 
that are involved in the distribution, metabolism and excretion of morphine through the 
development of a population pharmacokinetic model. By inhibiting P-gp and probenecid-
sensitive transporters, the active and passive processes involved in the distribution and 
clearance of morphine could be investigated separately (Bourasset and Scherrmann, 
2006; Groenendaal et al., 2007; Letrent et al., 1999; Tunblad et al., 2003; Xie et al., 1999). We 
show that the transport of morphine from brain tissue back into the circulation shows a 
characteristic 24-hour rhythm with the lowest efflux during the light-dark phase transitions. 
The active processes involved in the clearance of morphine and its metabolite M3G from 
plasma also show 24-hour variation with the peak in the middle of the dark phase. Using 
simulations, we show that the concentrations profiles of morphine in brain tissue and of 
M3G in plasma are affected by time of day. These findings indicate that dosing time should 
be taken into account in the optimization of morphine’s dosing regimen.

Our results show that inhibition of active transport processes by probenecid and 
tariquidar alters both the systemic pharmacokinetics and the brain distribution of morphine. 
With regard to systemic pharmacokinetics, inhibition of active transport reduced the 
systemic clearance of morphine, increased its intercompartmental clearance and lowered 
the maximal conversion rate of morphine to M3G. Because it was previously found that P-gp 
inhibition does not influence morphine concentrations in plasma (Groenendaal et al., 2007; 
Letrent et al., 1998, 1999; Xie et al., 1999), while probenecid treatment has been reported to 
reduce systemic morphine clearance and the formation of M3G in rats (Tunblad et al., 2003), 
we hypothesize that the systemic effects we observed are due to probenecid treatment. 
Probenecid inhibits multiple multidrug resistance proteins (mrps) (Dresser et al., 2001) that 
are expressed not only in the blood-brain barrier (Stieger and Gao, 2015), but also in the 
kidney and liver (Lee and Kim, 2004; Zelcer et al., 2001, 2005) and thereby affects the renal 
and hepatic elimination of drugs (Lee and Kim, 2004). Although we cannot exclude the 
contribution of other processes, we propose that the effect of probenecid on the systemic 
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pharmacokinetics of morphine is due to inhibition of mrp transporters in kidney and liver.
Active transport inhibition also altered the brain distribution of morphine. Brain 

concentrations could be best described by a model in which a “deep brain” compartment 
was linked to the central plasma compartment by an extra-cellular fluid (ECF) compartment. 
An additional transport component that was absent inhibitor-treated animals was 
identified on the transport of morphine from the ECF compartment to plasma. This confirms 
previous findings that morphine is subject to active efflux transport mediated by P-gp and 
probenecid-sensitive transporters (Bourasset and Scherrmann, 2006; Groenendaal et al., 
2007; Letrent et al., 1999; Tunblad et al., 2003; Xie et al., 1999).

Our findings indicate that several processes involved in morphine pharmacokinetics 
show 24-hour variation. It was previously shown in cancer patients that the maximal 
concentration (Cmax) and the area under concentration-time profile (AUC) at steady state 
are higher at 18:00 than at 10:00 and 14:00 after oral administration (Gourlay et al., 1995). 
In dogs, the AUC and Cmax of oral sustained release morphine were significantly higher 
after dosing at 7:30 than after dosing at 19:30 (Dohoo, 1997). However, in the present 
study, we have been able to quantify the relative contribution of the processes involved 
in the distribution, metabolism and elimination of morphine more precisely through the 
use of six dosing times and the development of a population pharmacokinetic model. We 
find that the active component of the systemic clearance of morphine and M3G show 24-
hour variation with a difference of 54% between the lowest value and the highest value. A 
physiological explanation of these findings could be the observation that the expression 
of various probenecid-sensitive transporters show 24-hour variation in the kidney (Gachon 
and Firsov, 2011). However, future research to elucidate the underlying mechanisms is 
warranted. 

Furthermore, we find that the transport of morphine from the brain to the blood 
shows a 12-hour rhythm with the lowest values at the transitions of the light/dark phase. 
This rhythm could be described by a 24-hour and 12-hour sinusoidal function on this 
parameter with a difference between the highest and lowest efflux of 20%. Importantly, 
the inclusion of this function in the model resolved a time-of-day dependent bias observed 
in the conditionally weighted residuals. In a previous study we found that the efflux of the 
P-gp substrate quinidine from the brain to plasma is more than two-fold higher during the 
dark phase compared to the light phase in the presence of functional P-gp transport, but 
not when P-gp transport is blocked (Kervezee et al., 2014). In the present study, we do not 
find this P-gp dependent effect for morphine. While quinidine is a selective P-gp substrate, 
morphine has more complex transport mechanisms across the BBB, which is not only 
affected by P-gp but also by probenecid-sensitive transporters. The daily variation in P-gp 
activity may be (partly) counterbalanced by a differentially-phased variation in probenecid-
sensitive transporters. Hence, multiple mechanisms likely give rise to the 12-hour rhythm in 
the transport of morphine from the brain to blood. 

We performed simulations of a single intravenous dose and of a continuous infusion 
regimen to visualize the effect of the daily rhythmicity in morphine pharmacokinetics on the 
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concentration-time profiles in plasma and brain tissue. Although morphine concentrations 
in plasma are minimally affected by dosing time, metabolite concentrations in plasma and 
morphine concentrations in brain tissue do depend on the time of day. This finding has 
several important implications: it indicates that time of day can be a substantial source of 
variation in the pharmacokinetics and, possibly, the pharmacodynamics of morphine when 
it is not properly accounted for, but also that these systematic variations could be exploited 
to optimize morphine’s dosing regimen. 
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Supplementary Table 1 Parameter estimates of combined plasma and brain model (without 24-hour 
variation included on CL10,active, CLM3G,active and QECF-PL) 

Parameter Units Equation θ Estimate RSE

Morphine plasma

 CL10 mL/min CL10 = θCL10,passive+θCL10,active * (1-TRT)
θCL10,passive 4.95 4.5%

θCL10,active 8.27 17%

 V1 mL V1 = θV1 θV1 110 16.6%

 Q2 mL/min Q2 = θQ2 * θQ2,INH
TRT

θQ2 11 8.7%

θQ2,INH 1.53 5%

 V2 mL V2 = θV2 θV2 511 4.8%

M3G plasma

 Vm,MET mL/min Vm,MET = θVM * θVM,INH
TRT

θVM 15.6 7.8%

θVM,INH 0.443 11.9%

 Km,MET nmol/mL Km,MET = θKM θKM 0.329 19.1%

 CLM3G mL/min
CLM3G = θCLM3G,passive+θCL3MG,active * (1-TRT)

θCLM3G,passive 2.82 15.6%

θCLM3G,active 6.9 11.4%

Morphine brain

 VDBR mL VDBR = θVDBR θVDBR 1 FIX

 QDBR mL/min QDBR = θQDBR θQDBR 0.0183 6.7%

 VECF mL VECF = θVECF θVECF 1 FIX

 QECF-PL 

mL/min
QECF-PL = θQECFPL,passive + QECFPL,active * (1-TRT)

θQECFPL,passive 0.0257 9.8%

θQECFPL,active 0.0839 13.2%

 QPL-ECF mL/min QPL-ECF = θQPLECF θQPLECF 0.0325 10.6%

Inter-animal variability (CV%)

 ω2 CL10 18.3

 ω2 Vm,MET 21.7

 ω2 CLM3G 43.9

 ω2 Q2 18.3

 ω2 Vm,MET ~ ω2 CLM3G 84.0

Residual unexplained variability (%)

 σPL 17.4

 σM3G 14.6

 σDBR 13.1

RSE: relative standard error
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A thorough understanding of the physiological processes that determine a drug’s exposure 
and effect is required to address the challenges encountered during the development 
or optimisation of new and existing drug therapies. Although rarely considered by the 
pharmaceutical industry or clinicians, 24-hour rhythms in physiology can potentially 
influence the pharmacokinetics and pharmacodynamics of drugs. In Chapter 1, the current 
state of the field of chronopharmacology, which aims to characterize the influence of daily 
physiological rhythms on drug treatments, was reviewed. Although this field has existed for 
decades, we identified several methodological issues in the current body of literature that 
often precludes implementation of chronopharmacological principles in clinical practice. In 
general, it was found that a systematic approach to analyse and integrate the data obtained 
within this field is currently lacking. Therefore, the aim of this thesis was to develop a more 
structured approach to study the effect of 24-hour variation on the exposure and effect of 
drugs. 

As explained in Chapter 2, this approach involves (1) the use of probe drugs, (2) 
prospectively designed studies optimally suited to investigate chronopharmacology, and 
(3) the application of pharmacokinetic-pharmacodynamic modelling for data analysis. 
Here, this approach is discussed in the context of the results presented in Chapter 
3-7. Subsequently, the clinical implications and future perspectives of this research are 
considered. 

THE USE OF PROBE DRUGS IN CHRONOPHARMACOLOGY
In theory, the exposure and effect of each drug could be influenced by daily rhythms in 
physiological processes in a unique manner. However, considering the vast amount of drugs 
currently used in clinical practice, it is neither feasible nor desirable to study the effect of 
dosing time on all of these drugs separately. Therefore, a key characteristic of the approach 
described in this thesis was the use of probe drugs to study the effect of 24-hour variation 
in specific physiological processes on their pharmacokinetics or pharmacodynamics. 
Midazolam was used as a CYP3A-substrate in the clinical trial described in Chapter 3. The 
rationale for using levofloxacin as a model compound in Chapter 4 and Chapter 5 was 
two-fold. Characterized by complete absorption and very limited metabolism, levofloxacin 
is an ideal compound to investigate solubility- and permeability-independent absorption 
and passive renal elimination. Additionally, as an inhibitor of cardiac hERG channels, it 
was used to study drug-induced QT prolongation. In Chapter 6, quinidine was chosen as 
a model compound to investigate P-glycoprotein mediated transport in the brain. Finally, 
in Chapter 7, we used morphine as a substrate of P-glycoprotein as well as of probenecid-
sensitive transporters such as multidrug resistance-associated proteins (mrp). In addition 
to enhancing our understanding of morphine brain distribution, we gained insight into 
UGT2B7-mediated metabolism by the measurement of the plasma concentrations of 
morphine’s metabolite M3G. This way, we acquired a substantial body of knowledge of the 
24-hour variation in these physiological processes, which will be discussed here. 
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Drug absorption

Most drugs are administered orally and need to be absorbed before reaching the systemic 
circulation. In its most simple form, drug absorption involves the passive diffusion of drug 
molecules across the lipid bilayers of the intestinal epithelium, the extent of which is 
influenced by a drug’s permeability and solubility. We studied 24-hour variation in the rate 
and extent of drug absorption in Chapter 3 and 4.

In Chapter 3, a randomized crossover study is described that involved the administration 
of an oral (2 mg) and intravenous (1 mg) dose of midazolam to 12 healthy volunteers at six 
different time-points using a semi-simultaneous dosing regimen. Previous clinical studies 
into the effect of dosing time on the pharmacokinetic parameters of midazolam did not 
yield consistent results. While two studies found significant diurnal variation in midazolam 
pharmacokinetics after intravenous infusion (Klotz and Ziegler, 1982; Tomalik-Scharte 
et al., 2014), another study did not observe these differences (Klotz and Reimann, 1984). 
Furthermore, two studies addressed the effect of time of administration on midazolam 
pharmacokinetics after an oral dose (Klotz and Ziegler, 1982; Koopmans et al., 1991), 
which both observed that the absorption of the drug is not affected by the dosing times 
employed in the studies. Taken together, these studies exemplify the issues that were raised 
in Chapter 1, including the use of a limited number dosing times and suboptimal statistical 
methods. By performing the trial described in Chapter 3, we could identify the absorption 
and clearance parameters separately and construct a detailed profile of the variation over 
the 24-hour period. Our findings indicate that oral bioavailability showed significant 24-
hour variation that could be described by a sinusoidal function with a peak at 12:14 in the 
afternoon and a relative amplitude of 14.2%. In combination with a 1.41 increase in the 
absorption rate constant at 14:00, this results in a higher exposure to this drug after oral 
dosing in the morning and afternoon, compared to oral dosing in the evening and night. 

Because we found in Chapter 3 that dosing time has the largest effect on processes 
related to drug absorption, this was further investigated in Chapter 4. As discussed in 
Chapter 1, most processes that influence the rate of absorption are more active during 
the morning compared to the evening, suggesting enhanced absorption during this time 
period. Indeed, there are indications that the absorption of some lipophilic drugs is faster 
in the morning (Baraldo, 2008). In Chapter 4, the daily variation in the rate of absorption 
of levofloxacin, a drug characterized by high solubility, high permeability, and minimal 
metabolism, could be very accurately determined. Substantial variation was identified 
in the absorption rate of levofloxacin with an amplitude of 47% and a peak at 8:00 in the 
morning. 

Levofloxacin is used in the clinic as an antibiotic to treat a variety of bacterial infections. As 
a concentration-dependent antibiotic, levofloxacin’s exposure, measured by the area under 
the curve (AUC), or the maximal concentration (Cmax) determine its clinical effectiveness 
(Drusano, 2004; Preston et al., 1998). The simulations performed in Chapter 4 indicate 
that the AUC and Cmax are not significantly affected by dosing time despite the substantial 
variation in the absorption rate constant. Therefore, we concluded that, in clinical practice, 
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levofloxacin can be dosed without taking into account the time of day, at least in terms of 
its pharmacokinetic parameters.

Drug distribution to the brain

Although drug concentration-time profiles in plasma are typically used to assess the 
relationships between drug exposure and effect, it is the drug concentration at the target 
site that ultimately drives its effect (De Lange, 2013). Especially for drugs targeted at the 
brain, plasma concentrations are a poor predictor of target site concentrations because 
the blood brain barrier (BBB) restricts the entry of drugs to the brain. Understanding the 
mechanisms underlying the effect of drugs targeted to the brain therefore necessitates 
local measurement of drug concentrations. In Chapter 6 and 7, we investigated 24-hour 
variation in processes involved in the distribution of drugs in the brain using the rat as a 
pre-clinical animal model. 

In the first part of Chapter 6, quinidine was administered intravenously at six different 
time-points across the 24-hour period to assess P-gp mediated distribution in the brain 
(Kusuhara et al., 1997; Sziráki et al., 2011). By measuring the quinidine concentration in 
plasma and brain tissue, it was found that the exposure to this drug in the brain is affected 
by time of drug administration. When the animals were pre-treated with the potent and 
selective P-gp inhibitor tariquidar (Mistry et al., 2001), this dosing time-dependent effect 
was abolished, suggesting that 24-hour variation in P-gp activity is responsible for the 
observed effect. 

In the second part of Chapter 6, the microdialysis technique was used to obtain unbound 
quinidine concentrations in ECF and cerebral spinal fluid (CSF) after drug administration 
at the two time points that showed the largest difference in brain concentrations in the 
first part of the study. Microdialysis is currently the only available technique to measure 
unbound extracellular fluid (ECF) concentrations in the brain over time (De Lange, 2013). 
Subsequently, the systems-based pharmacokinetic model developed by Westerhout et al. 
(2013) was applied to the data to investigate the effect of dosing time on the pharmacokinetic 
parameters of quinidine in the presence and absence of functional P-gp activity. This analysis 
showed that the variation in brain concentrations could be described by higher activity of 
P-gp-mediated transport from the deep brain compartment to the plasma compartment 
during the active period. Furthermore, CSF flux was higher in the resting period compared to 
the active period. This study showed that dosing time is a considerable source of variation in 
the distribution of quinidine, and possibly other P-gp substrates, in the brain and suggests 
that taking into account time of day is a way to optimize drug treatments targeted at the 
brain. 

Within the study design used in Chapter 6, we could not account for the effect of sleep 
on our results. Sleep, independent of circadian rhythmicity, was recently shown to have a 
profound influence on the clearance of potentially toxic molecules from the brain through 
an increase in interstitial fluid fluxes mediated by the glymphatic system (Jessen et al., 2015; 
Xie et al., 2013). Although the implications of this finding on the clearance of drugs from 
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the brain have yet to be determined, it may be an explanation for the increased CSF flow 
during sleep that we observed in Chapter 6. However, with regard to the 24-hour variation 
observed in P-gp activity, it was recently found using PET imaging that P-gp function in rats 
exhibits a 24-hour rhythm independent of sleep (Savolainen et al., 2015), suggesting that 
the observed 24-hour variation in P-gp mediated transport to brain tissue in Chapter 6 is 
not affected by the sleep/wake state of the animal.

In Chapter 7, the effect of dosing time on the systemic pharmacokinetics and brain 
distribution of morphine was investigated. The possibility that daily variation in the 
analgesic effect of morphine is caused by fluctuations in the pharmacokinetics of morphine 
was already raised by Lutsch and Morris (1971), who suggested that the daily analgesia 
pattern produced by morphine could be due to rhythmic variation in the detoxification and/
or distribution of morphine, or could result from variable permeability of the blood-brain 
barrier during the 24-hour period. This would result in 24-hour variations in the quantity 
of morphine arriving at and reacting with its receptor (Lutsch and Morris, 1971). Although 
the absorption of morphine after oral administration is influenced by dosing time (Dohoo, 
1997; Gourlay et al., 1995), the study described in Chapter 7 was the first to directly test the 
hypothesis that the brain distribution of morphine displays 24-hour variation. 

To quantify the effect of time of day on morphine brain distribution, a pharmacokinetic 
model was developed based on the experimental data. It was found that the efflux of 
morphine from the brain ECF compartment into the circulation can be best described by 
a sinusoidal function with 24-hour and 12-hour harmonic terms. The shape of this cosine 
function is characterized by troughs around the light/dark phase transitions. In combination 
with the rhythms found in the active clearance of morphine and its metabolite M3G from 
the system, this results in highest morphine concentrations in brain in the early dark phase. 
This finding is in line with previous research showing that the highest analgesic effect of 
morphine in the dark phase (Bornschein et al., 1977; Cui et al., 2005; Lutsch and Morris, 
1971; Morris and Lutsch, 1967; Yoshida et al., 2003), although it should be noted that others 
reported the highest effect in the light phase (Güney et al., 1998; Rasmussen and Farr, 2003) 
or no effect of dosing time (Kavaliers and Hirst, 1983; Oliverio et al., 1982). Future research 
should focus on establishing the link between the rhythm in brain exposure to morphine 
and its analgesic effect through PK-PD modelling. 

Drug elimination 

Important pathways in the elimination of drugs are renal excretion or metabolic conversion. 
In the clinical trial described in Chapter 4, glomerular filtration rate (GFR), measured by 
inulin clearance, was determined at six different time-points across the 24-hour period in 
twelve healthy subjects. Time of day significantly affected GFR, with the highest value at 
9:00 in the morning and the lowest value at 01:00 at night, which is in line with previous 
research (Buijsen et al., 1994; Koopman et al., 1989; Voogel et al., 2001). However, the relative 
difference in GFR between these two time points was 9%, which is too small to be clinically 
relevant. Likewise, in Chapter 4, we could not identify significant 24-hour rhythmicity in 
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the clearance of levofloxacin, a drug mainly eliminated through passive renal elimination 
(Fish and Chow, 1997). Hence, 24-hour variation in kidney function minimally affects the 
pharmacokinetic profile of levofloxacin at different time-points throughout the day and 
night. 

In contrast to levofloxacin, the contribution of renal elimination of midazolam is 
negligible, with the percentage of midazolam that is excreted unchanged in urine being 
around 0.02% (Smith et al., 1981). Instead, the primary pathway of midazolam elimination 
is hepatic metabolism by CYP3A enzymes (Thummel et al., 1996). In Chapter 3, a small 
but significant 24-hour rhythm was identified in the clearance of midazolam with a peak 
at 18:50 in the evening. As midazolam has an extraction rate of 35% (Tsunoda et al., 1999), 
this rhythm is probably not due to variation in hepatic blood flow (Lemmer and Nold, 1991), 
but rather to 24-hour variation in hepatic CYP3A activity (Ohno et al., 2000; Takiguchi et al., 
2007). Of note, CYP3A4 transcript levels in serum-shocked cultured human hepatic cells 
vary over the 24-hour period by more than threefold, while we and others find a rhythm 
in midazolam clearance with a relative amplitude of 10-15% (Tomalik-Scharte et al., 2014). 
Additionally, simulations revealed that this rhythm has a limited effect on the concentration-
time profiles of midazolam in plasma after intravenous dosing. This demonstrates the 
need for translational approaches that directly try to establish a mechanistic link between 
changes in gene expression with functional characterization of physiological processes. 

Daily variation in drug-effect relationships

In addition to daily rhythms in pharmacokinetics, the relationship between drug 
concentration and the desired therapeutic effect and/or adverse side-effects may also 
show 24-hour variation. As discussed in Chapter 1, there is ample evidence that the effect 
or toxicity of many drugs varies over the 24-hour period. However, the quantification of 
these relationships through PK-PD modelling is not commonly performed. In Chapter 5, we 
investigated whether the extent of drug-induced QT prolongation depends on the time of 
day and show that PK-PD modelling is a powerful tool to assess 24-hour variation in drug-
effect relationships. 

Drug-induced QT prolongation, a sign of delayed ventricular repolarization manifested 
on the electrocardiogram (ECG), is a common side-effect of many different types of drugs 
that can result in potentially fatal ventricular arrhythmias (Kannankeril et al., 2010). The ICH 
E14 guidelines, formulated by the International Conference on Harmonisation (ICH) and 
subsequently adopted by the regulatory agencies in the US, Europe and Japan, stipulate the 
execution of a “thorough QT/QTc” (TQT) study for all new drugs prior to approval (ICH, 2005). 
This involves a dedicated clinical trial in which the effect of a placebo, a therapeutic and a 
supra-therapeutic dose on the QT interval is carefully evaluated. The potential of a drug to 
prolong the QT interval is determined by calculating the baseline-subtracted mean change 
in the QT interval at multiple time-points after dosing compared to placebo. If the upper 
bound of the 95% confidence interval exceeds 10ms, the TQT study is regarded positive, i.e. 
it confirms the null-hypothesis that the drug has an effect on the QT interval. The outcome 
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of a TQT study has large impact, as a positive trial requires substantial ECG monitoring 
during the subsequent phases of drug development (Darpo et al., 2015). 

Levofloxacin prolongs the QT interval to a small extent (Taubel et al., 2010) through 
inhibition of hERG potassium channels (Kang et al., 2001). Since hERG channel blockade 
is the most common mechanism by which drugs prolong the QT interval, levofloxacin 
was used in Chapter 5 as a model compound to investigate whether drug-induced QT 
prolongation is influenced by time of day. Building upon the pharmacokinetic model 
developed in Chapter 4, we show that the sensitivity to levofloxacin varies considerably 
over the day. This variation was described by a two-harmonic sinusoidal function with a 
peak in the late afternoon and a trough in the early morning. In the context of studies that 
provided circumstantial evidence that drugs may alter the daily variation in the duration of 
the QT interval (Antimisiaris et al., 1994; Watanabe et al., 2012), Chapter 5 is the first study 
to characterize and quantify this relationship. 

The finding that the sensitivity to a QT-prolonging drug varies over the 24-hour period is 
relevant for the recent reports that provide a mechanistic link between circadian rhythmicity 
and the development of cardiac arrhythmias. In mice, circadian variation in QT interval 
duration is controlled by the transcription factor Klf15, which is rhythmically expressed in 
cardiomyocytes (Jeyaraj et al., 2012). This control is possibly exerted through the rhythmic 
induction of KChIP2 expression, a critical subunit involved in cardiac repolarisation. 
Aberrant expression of Klf15 results in a loss of rhythmic QT variation and enhances the 
susceptibility to ventricular arrhythmias (Jeyaraj et al., 2012). Furthermore, the clock gene 
Bmal1 regulates the expression of Scn5a, a cardiac voltage-gated sodium channel, and 
Kcnh2, the murine form of hERG potassium channel. In the absence of Bmal1, ventricular 
repolarization is altered (Schroder et al., 2013, 2015). These findings indicate that rhythmic 
transcription of cardiac ion channels may affect the electrophysiology of the heart. Future 
studies are warranted to investigate if and to what extent the rhythmic expression of 
ion channels provides an explanation for the time-of-day dependent changes in cardiac 
sensitivity to QT prolonging drugs.

In current practice, each occasion in a TQT study is conducted at the same time 
of day. In this way, the 24-hour variation in the baseline QT interval and the autonomic 
changes that occur during sleep can be controlled for (Browne et al., 1983; Extramiana et 
al., 1999). However, this approach relies on the implicit assumption that drug-induced QT 
prolongation is independent of time of day, potentially introducing a bias in TQT studies 
that might lead to an inaccurate assessment of the risk to patients who may take the drug at 
any time point (Dallmann et al., 2014). Our clinical trial simulation-based results presented 
in Chapter 5 challenge this assumption by showing that the extent of levofloxacin-induced 
QT prolongation is heavily influenced by dosing time, with the largest effect of 1.73 [95% 
P.I. 1.56-1.90] ms per mg/L predicted after dosing at 14:00 and the smallest effect of -0.04 
[-0.19-0.12] ms per mg/L after dosing at 06:00. Accordingly, we found that the predicted 
probability of a positive outcome of a dedicated QT trial varies considerably over the course 
of the day, with the highest probability observed after drug administration at 14:00 and 
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the lowest probability after drug administration at night (22:00, 02:00 and 06:00). Although 
future research is warranted to investigate whether these findings can be replicated with 
other QT-prolonging drugs under placebo-controlled conditions, it suggests that the 
time at which clinical trials are conducted may introduce bias in testing drug-induced QT 
prolongation. Hence, current drug safety evaluations may systematically misjudge the risk 
to patients by ignoring time of day. 

DESIGN OF CHRONOPHARMACOLOGICAL STUDIES
An overarching feature of the studies described in Chapter 3-7 is that they were 
prospectively designed to evaluate the effect of time of day on the pharmacokinetic 
and/or pharmacodynamic properties of various probe drugs. Among the many 
chronopharmacological studies cited in Chapter 1 that used a limited number of dosing 
times and therefore may have missed the peak and trough of the parameters of interest, 
a key asset of the studies described in this thesis is the use of six dosing times equally 
distributed over the 24-hour period. As described in more detail below, this allowed us to 
precisely characterize the variation in pharmacokinetic or pharmacodynamic parameters 
over the 24-hour period through the use of mathematical modelling and simulation. 

The studies described in this thesis were conducted under tightly controlled laboratory 
conditions. For example, the studies described in Chapter 3, 4 and 5 were conducted in 
healthy male volunteers with an intermediate chronotype and a stable diurnal activity 
rhythm. This was assessed through a chronotype questionnaire, sleep diaries and 
actigraphy recordings prior to the study. During the study days, sleep disturbance was kept 
to a minimum and subjects wore eye masks during the night to prevent any disruptive 
effect of light exposure or sleep deprivation on physiological rhythms (Mullington et al., 
2009). Additionally, the timing of food and water intake was tightly controlled to limit their 
potential influence (Singh, 1999). This approach allowed determining 24-hour variations 
in the pharmacokinetics and pharmacodynamics of drugs with as little confounders as 
possible. These dedicated clinical trials provide a basis for further research under more 
realistic conditions. In this regard, population-wide studies such as the Rotterdam Study 
are valuable sources of data that can be used to assess drug exposure and effect in typical 
patient populations under real-life conditions (Chain et al., 2013). 

PK-PD MODELLING IN CHRONOPHARMACOLOGY
Pharmacokinetic-pharmacodynamic modelling is being increasingly used within 
the academia and pharmaceutical industry to guide decisions in drug discovery and 
development. In this thesis, PK-PD modelling was applied to the field of chronopharmacology, 
with special attention given to the means to identify 24-hour variation in pharmacokinetic 
and pharmacodynamic parameters. 

In Chapter 1, it was put forward that diagnostic plots are an essential tool to facilitate 
the identification of 24-hour variation in the model parameters, although their use is rarely 



-162-

CHAPTER 8

reported. In the PK-PD models that were developed in the context of the research described in 
this thesis, graphical evaluation of the improvement of fit has been instrumental. In Chapter 
3, describing the bioavailability and the clearance of midazolam by sinusoidal functions with 
a period of 24 hours resolved the time-of-day dependent bias observed in the interoccasion 
variability, in addition to improving the fit of the model as judged by the decrease in objective 
function value (OFV). Likewise, accounting for the increase in the absorption rate constant 
at 14:00 reduced the bias in interoccasion variability in this parameter. Similarly, in Chapter 
4, it was found that the distribution of interoccasion variability on the absorption rate 
constant of levofloxacin varied over the 24-hour period, which could also be described by a 
sinusoidal function. In Chapter 5, a large degree of interoccasion variability was present on 
QT0, the parameter that describes the QT interval at baseline, which was reduced to 0 after 
accounting for the time-of-day dependent changes in the levofloxacin-QT relationship. The 
distribution of residuals over time of day can also be used to visualize an improvement of 
fit (Lee et al., 2014). In Chapter 5, the bias in the distribution of the conditional weighted 
residuals with interaction (CWRESI) over time of day was removed after inclusion of the 
sinusoidal function on the levofloxacin-QT relationship. In Chapter 7, similar improvements 
were noted in the CWRESI distribution over time by describing the efflux from morphine 
from the brain to plasma by a sinusoidal function. These approaches to identify systematic 
24-hour variation during the development of a pharmacokinetic and pharmacodynamic 
model can be applied to future chronopharmacological research. 

Throughout this thesis, sinusoidal functions have been used to describe variation in 
pharmacokinetic and pharmacodynamic parameters, while, as discussed in Chapter 1, 
previous studies typically used dosing time as a covariate. It could be argued that using 
dosing time as a covariate is a less biased approach as it does not make assumptions 
regarding the shape of the variation. However, sinusoidal functions have several advantages 
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Figure 1 Modification of dosing regimen to provide optimal exposure at the desired time window. 
Administration of a conventional hypertensive drug before bedtime results in low drug concentrations in 
plasma during the time window during which the risk of cardiovascular events is greatest (solid line). Adjusting 
dosing time (dashed line) results in higher concentrations during this period but requires administration at 
an unpractical point of time. Adjusting the dosing formulation to a delayed onset sustained-release form 
(dotted line) provides favourable concentrations during the entire critical time-window and allows for a more 
practical dosing time. Image adapted from Wertheimer et al., 2005.
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as it provides a continuous description of parameters over time. This allows for the simulation 
of dosing times and regimens that were not investigated in the original study. In Chapter 
4, 5 and 7, the advantage of this approach was shown through the use of simulations. For 
example, in Chapter 5, we were able to show that dosing time may introduce bias in the 
predicted outcome of thorough QT-like studies. Additionally, the use of sinusoidal functions 
is helpful in the case of drugs with a long half-life, as the physiological processes underlying 
the pharmacokinetic parameters will continue to change after dosing. 

Together, these strategies can be used to support decisions during the development of 
chronopharmacological models. 

CLINICAL IMPLICATIONS 
A key question that emerges from this thesis concerns the implications for drug development 
and clinical practice.

Chronopharmacology in drug development

Collectively, the studies described in this thesis have shown that time of day is a considerable 
source of variation in the pharmacokinetic and pharmacodynamic parameters of a drug 
that can be identifi ed and precisely quantifi ed through modelling and simulation. If not 
taken into consideration, time-of-day dependent variation can be easily mistaken for inter- 
or intraindividual variation. However, characterizing time of day during drug development 
is not only required to account for and understand this source of variation, it is also essential 
in order to benefi t from systematic fl uctuations in physiology. For example, the fi nding that 
P-gp mediated transport diff ers by more than two-fold between the day and night (Chapter 
6), can be employed to optimize the exposure of P-gp substrates to the brain. Therapeutic 
P-gp substrates that have their target in the brain, such as those used for the treatment of 
neurological disorders, should be dosed at the time at which the exposure is maximal. P-gp 
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Figure 2 The integrated view of model-based drug discovery and development, expanded to include 
chronopharmacology. This paradigm, without rationale #5, was originally presented by van der Graaf and 
Benson (2011). The research presented in this thesis shows that this paradigm should be extended to include 
chronopharmacological considerations. Figure adapted from Milligan et al. (2013).
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substrates that act systemically and that inflict adverse neurological side effects, should be 
dosed at the time at which the exposure to the brain is minimal. Modulating transporter 
function at the human BBB through pharmacological means has proven difficult (Kalvass et 
al., 2013). In this light, the changes that might occur under normal physiological conditions 
might be of interest. Therefore, future research is warranted to investigate to what extent 
the results presented in Chapter 6 apply to human patients. 

Additionally, the results presented in Chapter 5 ask for more attention on dosing time-
dependent effects during drug development as a means of reducing the risk to patients 
once a drug is released on the market. If the findings presented in this chapter apply to 
other hERG inhibiting drugs in a placebo-controlled clinical trial, this calls for a circadian 
testing policy to be adopted by drug developers, at least in the context of drug-induced QT 
prolongation (Dallmann et al., 2014). 

Chronopharmacology in clinical practice

In a clinical setting, the aim of chronopharmacology is to time therapies such that the 
effect is maximal while the unwanted side-effects are minimal. This can be achieved in 
two ways: either by adjusting the administration time of conventional drug formulations 
and/or by altering the formulation (Figure 1) (Kaur et al., 2016). However, these strategies 
require accurate patient adherence, which may be an issue especially when drug are taken 
by patients at home (Smolensky and Peppas, 2007). Timing compliance has been reported 
to be particularly low. For example, the percentage of doses taken within an 8±1 h interval 
of a three times daily oral dose of an antibiotic was reported to be as low as 10.9% (Cals et 
al., 2008). In this light, worth noticing that morning compliance is generally higher than 
evening compliance (for example Kahook and Noecker, 2007; Kardas, 2004; Vrijens et al., 
2008), although the opposite has been reported as well (Jonasson, 2000). Hence, the low 
degree of time-of-day dependent compliance should be taken into account when devising 
chronopharmacological dosing regimens. 

One strategy to increase compliance would be proper training of the clinicians and 
pharmacists that instruct patients about optimal drug use (Kaur et al., 2016). However, 
another promising avenue for the field of chronotherapy is the development of 
programmable pumps and other advanced drug delivery systems that, for example, release 
drugs in response to circulating biomarker levels in the blood (Smolensky and Peppas, 
2007). 

CONCLUDING REMARKS AND FUTURE PERSPECTIVES
In their seminal paper on systems pharmacology, van der Graaf and Benson (2011) stated 
that for modelling and simulation to achieve its full potential, the different stages of the R&D 
cycle should be integrated into an enhanced quantitative drug discovery and development 
paradigm that includes identification of the “right pathway, right target, right molecule, 
right dose and right patient”. This thesis indicates that this paradigm should be extended 
to include the “right time of day” (Figure 2) and provides a framework for integrating of this 
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principle in the field of modelling and simulation. 
As shown in Figure 2, full implementation of chronopharmacology during drug discovery 

and development requires integration of this field among the other disciplines employed in 
the field of pharmacology. Therefore, translational studies that aim to unravel the underlying 
mechanisms will be instrumental to the advancement of chronopharmacology in the clinic. 
Recently, it was reported that the majority of best-selling drugs directly target the product 
of a gene that is rhythmically expressed, suggesting that the effect of these drugs depend 
on the time of day (Zhang et al., 2014). Together with the systematic approach presented 
in this thesis, this opens up new avenues for further research into the effect of time on the 
exposure and effect of drugs that can bridge the gap from bench to bedside. 
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SUMMARY

SUMMARY

Organisms across all kingdoms of life have evolved an endogenous timing system that 
entrains them to the 24-hour light-dark cycles present on the Earth. This allows them to 
anticipate to daily, predictable changes in the environment, such as variations in light 
intensity, temperature and food availability.

At the single-cell level, this so-called circadian timing system is regulated by a 
transcriptional/ translational feedback loop that generates 24-hour rhythms in gene 
expression levels in nearly all cell types. In mammals, synchronization of these cell-
autonomous rhythms is coordinated by neuronal and humoral signals from the 
suprachiasmatic nuclei (SCN) in the hypothalamus. The rhythms generated by the SCN are 
entrained to the environmental light/dark cycle by photic input that is transmitted from the 
retina to the SCN. 

Because of the circadian timing system, many physiological processes, including those 
involved in the absorption, distribution, metabolism, elimination, pharmacodynamics 
and toxicity of therapeutic drugs, show profound fluctuations over the course of the 
day, leading to time-of-day dependent changes in the exposure and effect of drugs. 
Chronopharmacology is the discipline that investigates the effect of daily variations in 
physiology on the exposure, therapeutic effect and toxicity of drugs. 

In Chapter 1, it was discussed that the field of chronopharmacology could benefit from 
the development of a systematic approach to analyse and integrate the findings obtained 
in the many studies that investigate the effect of time of day on drug exposure and effect. 
PKPD modelling was introduced as a promising approach that could overcome some of the 
limitations encountered within this field of research.

As described in Chapter 2, the aim of this thesis was to provide a structured framework 
for the analysis of chronopharmacological studies, while touching upon several critical 
issues encountered during the development and optimization of new and existing drug 
treatments. The general approach taken in this thesis was put forward in Chapter 2, which 
consists of 1) the use of model compounds; 2) a strict study design with sufficient number 
of dosing times; and 3) the use of PKPD modelling. 

The clinical trial is described in Chapter 3 was designed to study 24-hour variation in the 
pharmacokinetics of midazolam, a benzodiazepine used in the treatment of insomnia and a 
model compound to study CYP3A-mediated metabolism. Midazolam was administered to 
twelve healthy male subjects at six different time-points throughout the 24-hour cycle in a 
randomized crossover design. A semi-simultaneous dosing regimen was used in which oral 
and intravenous dosing was combined in order to assess all pharmacokinetic parameters 
within one study occasion. It was found that oral bioavailability and absorption rate 
constant showed considerable daily variation, while the clearance of midazolam showed 
minor fluctuations over the day and night. Using simulations, it was shown that time of 
drug administration affects concentration-time profiles after oral dosing but not after 
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intravenous dosing. This indicates that 24-hour variation in CYP3A-mediated metabolism 
is of limited clinical relevance, while time-of-day dependency in absorptive processes does 
influence the exposure to midazolam. 

The aim of the clinical trial described in Chapter 4 was to identify potential 24-hour 
variation in the pharmacokinetic parameters of an oral dose of levofloxacin administered 
to twelve healthy male subjects. The pharmacokinetic properties of levofloxacin are 
characterized by solubility and permeability-independent absorption and passive renal 
elimination. We found that the absorption rate constant could be described as a cosine 
function with a period of 24 hours, a relative amplitude of 47% and a peak around 8:00 in the 
morning. Other pharmacokinetic parameters, including clearance, did not show significant 
daily variation. Despite the variation in absorption rate constant of levofloxacin, simulations 
of a once-daily dosing regimen show that the exposure and maximal concentration, 
two parameters important for the effectiveness of levofloxacin as an antibiotic, are not 
affected by time of drug administration. From these findings, we concluded that in terms 
of its pharmacokinetics, levofloxacin can be dosed without taking into account time of day. 
However, these findings are relevant for drugs with similar physicochemical properties as 
levofloxacin but with a narrower therapeutic index. 

In the clinical trial described in Chapter 4, the effect of levofloxacin on the QT interval, 
a read-out of ventricular repolarization on the electrocardiogram, was also recorded. It is 
known that levofloxacin, like many other cardiac and non-cardiac drugs, slightly prolongs 
the QT interval due to an inhibitory action on a type of potassium channel in cardiomyocytes. 
This is a negative side-effect of many drugs, which, in combination with other predisposing 
factors, can lead to cardiac arrhythmias and death. However, it was unknown whether the 
magnitude of the effect of levofloxacin on the QT interval depends on the time of drug 
administration. In Chapter 5, the effect of time of day on the relationship between the 
concentration of levofloxacin and length of the QT interval was explored. A pharmacokinetic-
pharmacodynamic model was developed to account for variations in pharmacokinetics, 
heart rate and daily variation in baseline QT. It was found that the effect of levofloxacin 
on the QT interval varies considerably and systematically over the course of the day. As a 
result, clinical trial simulations show that levofloxacin-induced QT prolongation depends 
on dosing time, with the largest effect predicted at 14:00 and the smallest effect at 06:00. 
These findings indicate that current approaches to assess drug-induced QTc prolongation, 
in which drugs are typically administered in the morning, may be biased and potentially 
misjudge the risk to patients. 

Knowledge of a drug’s concentration at the target site is an important aspect in the 
development and optimization of pharmacological treatments, especially when their 
target is in tissues that are hard to reach, such as the central nervous system. In addition 
to the structural protection provided by the tightly connected cells of the blood-brain 
barrier, the central nervous system is also protected by specialized efflux transporters such 
as P-glycoprotein. These efflux transporters function to expel potentially toxic molecules, 
including therapeutic drugs, from the brain back into the blood. The objective of the study 
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described in Chapter 6 was to determine 24-hour variation in the distribution of the P-gp 
substrate quinidine to the brain. After administration of an intravenous dose of quinidine 
at six separate time-points in a pre-clinical animal model, we found that the exposure 
to quinidine in the brain is affected by time of drug administration, but only when P-gp 
transport is fully functional. Subsequent intracerebral microdialysis experiments and data 
analysis using physiologically-based pharmacokinetic modelling revealed that this time-
of-day dependency is primarily due to higher activity of P-gp mediated transport from the 
deep brain compartment to the plasma compartment during the night. This study shows 
that taking into account time of day may be an important determinant of drug distribution 
to the brain and thereby offers a potential novel strategy to optimize drug treatments 
targeted at the brain.

In Chapter 7, daily variation in the blood and brain pharmacokinetics of morphine, a 
substrate of various transporters that are expressed in the blood-brain barrier, were studied 
in a preclinical animal model. The use of two inhibitors of the transporters that affect 
morphine exposure allowed us to determine the relative contribution of active and passive 
processes in the pharmacokinetic parameters. It was found that the active processes 
that regulate the clearance of morphine and its metabolite M3G from plasma shows 
considerable 24-hour variation. Moreover, the efflux of morphine from the brain back into 
the blood is characterized by a 24-hour rhythm. The lowest efflux occurs at the two light-
dark transitions. Simulations reveal that as a result of this, the exposure to morphine in the 
brain and to M3G in plasma depends on the time of drug administration. We conclude that 
time of day is a source of variation in the systemic pharmacokinetics and brain distribution 
of morphine, which may partly explain the daily rhythms in its analgesic properties that 
have been reported in earlier studies. 

The research described in this thesis was discussed in Chapter 8. Taken together, 
these studies show that time of day can present a considerable source of variation in the 
pharmacokinetic and pharmacodynamic parameters of a drug, which can be identified and 
quantified through modelling and simulation. Understanding the effect of time of day on 
the exposure and effect of drugs is required to account for this source of variation. More 
importantly, chronopharmacological aspects should not be overlooked in order to benefit 
from the systematic fluctuations in physiological processes during the development and 
optimization of drug treatments. 
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Organismen in alle rijken van het leven hebben een intern tijdssysteem ontwikkeld dat hen 
aanpast aan de 24-uurs licht-donker cyclus op aarde. Deze biologische klok zorgt ervoor 
dat ze kunnen anticiperen op de dagelijkse, voorspelbare veranderingen in hun omgeving, 
zoals schommelingen in lichtintensiteit, temperatuur en in de beschikbaarheid van voedsel. 

Op het niveau van de cel wordt dit zogenoemde circadiane systeem gereguleerd door 
een moleculair terugkoppelingsmechanisme dat 24-uurs ritmes genereert in genexpressie 
niveaus. In zoogdieren worden deze cel-autonome ritmes gecoordineerd door neuronale, 
endocrine and paracrine signalen vanuit de suprachiasmatische nuclei (SCN) in de 
hypothalamus. Deze door de SCN gegenereerde ritmes worden gesynchroniseerd met de 
licht-donker cyclus in de omgeving door middel van lichtsignalen die via het netvlies wordt 
doorgegeven aan de SCN. 

Door het bestaan van het circadiane systeem vertonen veel fysiologische processen, 
waaronder processen die betrokken zijn bij de opname, verdeling, afbraak, uitscheiding, 
effect en toxiciteit van medicijnen, grote verschillen gedurende de loop van de dag. Dit leidt 
tot tijdsafhankelijke veranderingen in de blootstelling en effectiviteit van geneesmiddelen. 
Chronofarmacologie is de wetenschappelijke discipline die het effect van dagelijkse ritmes 
in fysiologie op de blootstelling, therapeutic effect en toxiciteit van medicijnen bestudeert.

In Hoofdstuk 1 werd gesteld dat er binnen de chronofarmacologie behoefte is aan de 
ontwikkeling van een systematische aanpak om de bevindingen van de vele studies naar 
het effect van het tijdstip van de dag op de blootstelling en het effect van medicijnen te 
analyseren en te integreren. Farmacokinetisch/farmacodynamisch modeleren werd in dit 
hoofdstuk naar voren gebracht als een veelbelovende aanpak die enkele beperkingen 
binnen de chronofarmacologie kan wegnemen. 

Zoals beschreven in Hoofdstuk 2 was het doel van dit proefschrift om een structureel 
raamwerk te creeëren om de resultaten van chronofarmacologische onderzoeken te 
kunnen analyseren, terwijl we enkele belangrijke kwesties aanstippen die van belang zijn in 
de ontwikkeling en optimalisatie van nieuwe en bestaande medicinale behandelingen. De 
algemene aanpak die is gebruikt in dit proefschrift werd beschreven in Hoofdstuk 2, welke 
bestaat uit 1) het gebruik van modelstoffen; 2) een strikte studieopzet met een voldoende 
aantal doseertijdstippen en 3) het gebruik van farmacokinetisch/farmacodynamisch 
modelleren. 

Het doel van de klinische studie beschreven in Hoofdstuk 3 was om 24-uurs variatie 
in de farmacokinetiek van midazolam te bestuderen in twaalf gezonde mannelijke 
proefpersonen. Midazolam is een slaapmiddel dat wordt gebruikt voor de behandeling 
van slapeloosheid en is een modelstof om CYP3A-gemedieerd metabolisme te bestuderen. 
Op zes verschillende tijdstippen gedurende de dag en nacht werd midazolam oraal en 
intraveneus semi-simultaan toegediend om alle farmacokinetische parameters te kunnen 
meten binnen één studiedag. De resultaten wijzen uit dat de biologische beschikbaarheid 
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en de absorptie snelheidsconstante grote verschillen vertonen afhankelijk van het tijdstip 
van de dag, terwijl de klaring van midazolam beperkte schommelingen vertoont over de 
loop van de dag. Door middel van simulaties toonden we aan dat het tijdstip van toedienen 
de concentratie-tijd profielen alleen beïnvloedt na orale dosering, maar niet intraveneuze 
toediening. Dit wijst erop dat 24-uurs variatie in CYP3A-gemedieerd metabolism beperkte 
klinsche relevantie heeft, terwijl tijdsafhankelijke variatie in de processen betrokken bij 
absorptie wel van invloed zijn op de blootstelling aan midazolam. 

Het doel van het onderzoek beschreven in Hoofdstuk 4 was om 24-uurs variatie in 
de farmacokinetiek van een orale doses levofloxacine te onderzoeken in twaalf gezonde 
mannelijke proefpersonen. De farmacokinetische eigenschappen van dit medicijn worden 
gekenmerkt door absorptie die onafhankelijk is van de oplosbaarheid en permeabiliteit en 
door passieve renale klaring. Onze resultaten lieten zien dat de absorptie snelheidsconstante 
kon worden beschreven door een cosinus functie met een periode van 24 uur, een relatieve 
amplitude van 47% en een piek om 8 uur ’s ochtends. Andere farmacokinetische parameters, 
waaonder klaring, vertoonden in dit onderzoek geen significante variatie over de tijd van 
de dag. Ondanks de variatie in de absorptie snelheidsconstante van levofloxacine lieten 
simulaties van een eenmaal-daags doseerscheme zien dat de blootstelling aan en de 
maximale concentratie van levofloxacine, twee parameters die van belang zijn voor de 
effectiviteit van het middel als antibiotica, niet worden beïnvloed door het tijdstip van 
de dag. Op basis van deze bevindingen hebben we geconcludeerd dat levofloxacine 
gedoseerd kan worden zonder rekening te houden met het tijdstip van de dag, in ieder 
geval wat betreft de farmacokinetiek. Desalniettemin zijn deze resultaten van belang voor 
medicijnen met vergelijkbare fysicochemische eigenschappen als levofloxacine maar met 
een nauwere therapeutische index. 

In de klinische studie beschreven in Hoofdstuk 4 hebben we ook het effect van 
levofloxacine op het QT interval gemeten. Het QT interval is een marker voor ventriculaire 
repolarisatie dat is af te lezen van het electrocardiagram. Het is bekend dat levofloxacine, 
net als veel andere medicijnen, het QT interval in beperkte mate verlengt omdat het een 
kaliumkanaal in de hartspiercellen blokkeert. Dit is een negatieve bijwerking van veel 
geneesmiddelen, dat in combinatie met andere risicofactoren in zeldzame gevallen kan 
leiden tot aritmie en hartdood. Het was onbekend of het effect van levofloxacin op het QT 
interval afhangt van het tijdstip van de dag. In Hoofdstuk 5 hebben we het effect van het 
tijdstip van de dag op de relatie tussen de concentratie van levofloxacine en de lengte van 
het QT interval onderzocht. Een farmacokinetisch-farmacodynamisch model is ontwikkeld 
om te kunnen controleren voor variaties in de farmacokinetiek, hartslag en 24-uurs ritmes 
in de basislijn van het QT interval. We vonden dat het effect van levofloxacine op het QT 
interval grote en systmatische variatie vertoont over de loop van de dag. Uit het gebruik 
van simulaties blijkt dat, als een gevolg van deze variatie, levofloxacine-geïnduceerde QT 
interval verlenging afhangt van het tijdstip waarop de medicatie wordt toegediend. Het 
grootste effect wordt voorspeld om 14:00 uur en het kleinste effect om 6:00 uur. Uit deze 
bevindingen blijkt dat huidige aanpak waarmee het effect van medicijnen op het QT interval 



-179-

SAMENVATTING

wordt onderzocht kan leiden tot een onjuiste beoordeling van het risico voor de patient. 
Kennis verwerven van de concentratie van medicijnen op de plek waar ze hun effect 

uitoefenen is een belangrijk aspect voor de ontwikkeling en optimalisatie van farmacolgische 
behandelingen. Dit geldt met name wanneer hun doelgebied zich bevindt op een 
plek die voor medicijnen moeilijk te bereiken is, zoals de hersenen. Naast de structurele 
bescherming die geboden wordt door de bloed-hersen barrière, worden de hersenen ook 
beschermd door gespecialiseerde efflux transporter-eiwitten zoals P-glycoproteïne (P-gp). 
Deze transporters pompen potentieel giftige stoffen, zoals medicijnen, uit de hersenen 
terug naar het bloed. Het doel van het onderzoek beschreven in Hoofdstuk 6 was om 
de 24-uurs variatie te bepalen in de verdeling van het P-gp substraat quinidine naar de 
hersenen. In een preklinische diermodel hebben we gevonden dat de blootstelling aan 
quinidine in de hersenen na intraveneuze toediening afhankelijk is van het tijdstip van de 
dag. Vervolgens hebben we intracerebrale microdialyse experimenten uitgevoerd en de 
data geanalyseerd door middel van semi-fysiologisch modelleren. Uit deze experimenten 
bleek dat de tijdsafhankelijke transport van quinidine naar de hersenen wordt veroorzaakt 
door een hogere activiteit in P-gp gemedieerd transport van hersenweefsel naar plasma 
tijdens de nacht. Deze resultaten laten zien dat het tijdstip van de dag een belangrijke 
rol speelt bij de verdeling van P-gp substraten naar de hersenen. Dit biedt een potentiële 
nieuwe strategie om de dosering van medicijnen voor hersenziektes te optimaliseren. 

In Hoofdstuk 7 hebben we de 24-uurs variatie in bloed- en brein farmacokinetiek 
van morfine in een preklinisch dier model onderzocht. Morfine is een substraat voor 
verschillende transport eiwitten die tot expressie komen in de bloed-hersenbarrière. Het 
gebruik van twee stoffen die de activiteit van deze transport eiwitten remmen stelde ons 
in staat om de relatieve bijdrage van actief en passief transport van de farmacokinetische 
processen te onderzoeken. We vonden dat de actieve processen die betrokken zijn bij de 
regulatie van de klaring van morfine en de metaboliet M3G vanuit plasma aanzienlijke 24-
uurs variatie vertoont. Bovendien blijkt dat de efflux van morfine uit de hersenen terug 
naar het bloed gekenmerkt wordt door een 24-uurs ritme met de minste efflux tijdens de 
schemerperiodes. Simulaties laten zien dat als een gevolg hiervan de blootstelling aan 
morfine in de hersenen en aan M3G in plasma afhangt van het tijdstip waarop morfine 
wordt toegediend. Hieruit kan geconcludeerd worden dat het tijdstip van de dag een 
bron van variatie is in de farmacokinetiek van morfine. Dit kan een verklaring zijn voor de 
dag- en nachtritmes die zijn gevonden in de pijnbestrijdende effecten van morfine die zijn 
waargenomen in eerdere onderzoeken. 

Het onderzoek dat wordt beschreven in dit proefschrift werd besproken in Hoofdstuk 
8. Samenvattend laten deze onderzoeken zien dat tijdstip van de dag een belangrijke 
bron van variatie kan zijn in de farmacokinetische en farmacodynamische parameters 
van medicijnen, die door middel van wiskundige modellen en simulaties kunnen worden 
geïdentificeerd en gekwantificeerd. Meer begrip van het effect van tijdstip van de dag op 
de blootstelling en het effect van medicijnen is noodzakelijk om deze bron van variatie te 
kunnen verklaren. Bovendien zouden chronofarmacologische aspecten niet over het hoofd 
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gezien moeten worden om te kunnen profiteren van de systematische schommelingen in 
fysiologische processen tijdens het ontwikkelen en optimaliseren van medicijnen. 
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